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Abstract Thequeryof continlousnearestamet objectsfor a specificroute on road networkis of primary interestin geo-
graphicalinformation systemsExistingmethodgor computingcontinuais nearesheighbor(CNN) arebasedn straight-Ine
distancebetweenpoints on the assumptiorthat the whole graphcan be storedin main memory We have proposeda fast
methodfor searding continuousnearestargetobjectsalonga route on roadnetwork CNN searchbasedon roadnetworkis
composedf two steps:oneis locatinga computatiorpoint on the route; andanotheris searding the nearesobjectfor this
computatiorpoint basedon the shortesipathin the roadnetwork. We proposecheuristts for generatingcomputatiorpoints
andtheregion for searchinghe shortespathbasedn theintermediateesults.By usingour method all the seart processes
canbelimitedto the correspondig searchregion, andthe CNN searciprocessanbe greatlyacelerated However, whenthe
wholegraphcannotbe storedin themain memory the previousmethodcannothandlethe problem.In this paperwe presena
fastmethodfor searchingCNN on alarge roadnetwork. The objective is notto artificially introducehierarchyinto a network
model,but ratherto investigatea searchmethodbasedon the networls which beara naturalhierarchyandnaturalpartition.

Key words distributedspatialdatabaseizeographicalnformationSystem pathsearchinghierarchicaroadnetwork

1. Introduction

Thecapaility of computingpathquerieds anes®ntialfeaturein
new databaesystemdor mary advarcedapplicdions sud asnav-
igation systemsand Geograpical Information SystemgGIS)[1].
For example,oneof the primaryfunctionalitiesin IntelligentTrans-
portationSystemgITS)[2] is to find routesfrom the currentloca-
tion of a vehicleto a desred destinationwith a minimum cost, the
costcould represenshatestdistancetravel time, etc. In ITS sys-
tems,mary pathrequestganbe submittecover largetransportation
network: the whole networkis too large to be storedin the main
memoryat once. This problemreferrsto the disk-bagd search.
To solve it, mary methodshave beenpropo®d[1] [3] [4] [5] from a
pre-computatiorviewpoint. Properpartitionsare doneto the road
network,andsomepartsof the pathlengthare pre-computed The
costof the following path searchprocesss relatedto the number
of:

1) nodesandroadseggmens onroadnetworkin every partition;

2) boundry nodesin every partition;

3) partitionsusedin seach process

Comparingo thecostof procesingin themainmemory the cost
of accessingpartitionson disksis expensive. Therefore this paper
proposs amethodto decreaethetimesof disk acessby minimiz-
ing the searchregion. In particularthis paperinvedigatesa typical
queryproblemover large roadnetwork: seaching continuots near
esttaigetobjectsalonga predefired routeon large roadnetwork.

This seach retrieves the nearest neightor (NN) for ev-
ery point on the route and the result is a set of triples <
point, interval, path >, sud thatinterval is a sub-route,point
is thenearestargetobjectof all pointsonthesub-routeandpath is
the shortespathfrom the sub-routeto the point.

We proposeheuristicsto aceleratethis seach by

1) usingtheseachregion, so-called-region, for seachingNN
for every compuationnode

2) usingthepathseach region, so-calledp-region, for comput-
ing shortespathfrom thecomputatiorpointto its NN canddates;

3) decreaingr-region andp-region in the processof comput-
ing one pair of nodes: the compuation point and one of its NN
canddates;

4) sortingboundary nodesinsidep-region.

Therestof this paperis organizedasfollows. Section2 discuses
work relatedto CNN queriesour previousworksandshortesipath
searchon large hierarchicalroad network. Section3 descibesour
approabes.Sectiord introduceghe algorithms.Theconclusionis
drawvn in Sectionb5.

2. Reated and Previous Work

Theissueof this paperreferrsto the continuousnearesneighbo
searchandthe pathseach on large roadnetwork.

2.1 Continuous nearest neighbor search

The existing work for CNN searchis almostpresatedfrom the
computationegeometryperspetive[6] [7] [8]. To the bestof our



knowledge, thelatestwork dealingwith CNN queriess givenin [6].
CNN searchfor line segmentswaseffective, basel on the straight-
line distancebetweerobjects The sameeffect canbefoundin [8],
which only findsthesingleNN for thewhole line sggments.

We have propo®d the method9] to solve the problembase on
commonsituationsn GIS: thedistancefrom a pointontherouteto
atametplaceshouldbe decidedby the pathlengthor travel costof
them; andthe target objectsandthe road networkare manage in
GIS datasts, respectiely. Consder theexamplegivenin Figurel,
wherethespecificrouteis [S, F], andthetamgetobjectsetis {4, s,
te, te, tf, tg}. Theoutputof thequeryis {< t.,[S, @:], P1 >, <
ta, [Q1, Qz], P >, < ta,[Qz, C2], Ps >, < tc,[C2, Qs], Ps >},
< te, [Qs, F], Ps >}: thetamgetobjectt. is NN for the interval
(subroute) S, @], andthe shortesipathfrom the subrouteto ¢. is
P1; tqis NN for thesubroutd @, , Q2] with theshortespath P»; ¢4
is alsoNN for thesubroutd @2, C2] with theshortespathPs; ¢. is
thatfor the subrotes[Cz, Q] and[Qs, F] with the shortespaths
P, and Ps, respetively.

By proposingheuristicsfor selectingcompuation points (e.g.,
{S Ci1, Cs, Cs, C4} in the previous example)andinitializing NN
searchregion for thesecompuation points,our CNN seach finds
thetamgetobjectswith the shatestpathlengthfrom all the pointson
therouteeffectively.

However, whenthe road networkor the sub-networkinside the
searclregionistoolargeto bestoredin the mainmemory theshort-
est path searchbemmescomplex and the traditional path seach
method(e.g.,Dijkstra’s algorithm)is not apgicable.
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Figurel Roadnetwork specificroute[S, E], andtamgetobjects.

2.2 Path query on largeroad network

The shortestpath problemon gereral graphshas alreadybeen
well-studied:e.g., Dijkstra’s algorithmis widely usedandactually
very fastwhenthe whole road network canbe storedin the main
memory Recently, new algorithmshave beenpropogdto addres
the problemof large datagt: the whole road network canna be

storedn themainmemoryatonce.HEPV apgoachpropogdby[1]
istypical. In thismethod a graphis first dividedinto partitions,and
thenbourdary nodesare pusedto the seconl level to form a su-
pergraph.All- pair shortespathsamongthe bourdary nodes in the
samepartition arealsocompued, andthe correspoding edgesare
addel to the supe graph. If the supger graphis still too large, it
is divided further into partitionsand a third level graphis gener
ated.This proces continueauntil thetop-level supergraphis small
enoudn to beresidentin the mainmemory This whole setof supe
graphsandthegroundlevel graphis calledahierarchicagraph.For
a pathqueryfrom the sourcesto the destinatiord, the sygsemfirst
looks for the partitions containingtwo nodes partitionsS and D,
respetively. Theshortespathfrom sto d is the concaenationof a
shortespathfrom sto abounday nodeu in S ashortespathfrom
uto abounday nodev in D, andashortespathfromvtod, i.e.,

SP(s,d) = miny,{SP(s,u) + SP(u,v) + SP(v,d)}.

The shortestpathswithin SandD areeasilyacaquired. To find the
shortesdistancerom u to v, onemustrecursvely find the shortes
pathof themin the hierarchicalgraph. Furthermoreto find out the
shortespathfrom sto d shouldcompue threepartsfor all pairsof
(u,v). Thesearchprocesavouldresultin timesof diskacces. So,a
methodto aceleratethe processaanddeaeasethe numberof disks
to beaccesseds propose in this paper

3. Approach

Theproblemof CNN seach which we addres in this pape is to
find NN for ary point alonga speific routeon the large hierarchi-
calroadnetwork.NN is thetamgetobjectwith theshortespathfrom
thepointontheroute.In theordinaryGIS, all thetamgetobjectsand
roadnetworkaremanage in index structuresyespectiely. For ex-
ample thetamgetobjectsareindexedby R-tree[10].

Therearetwo mainissues in solving this problem:oneis the se-
lectionof compuationpointontheroute;andanotheiis thecompu
tation of NN for the compuation point, including the computation
of the shortespathandthe selectionof NN.

Thefirst problemcanbe solved by usingheuristics propose in
our previouswork [9]. Here,the heuristicsfor the selectionof NN
andshortespathsearcharegivenasfollows:

1) Although the straight-linedistanceis not completelycon-
sistentto the pathlengthon road network, the objectwith shorter
distancefrom the sourcehashigher possbility to getshorterpath
length. So,NN seach for a compuation point begins from select-
ing acandid&e bagdonthestraight-linedistancebetweerthecom-
putationpoint andthe canddate. With the premisethat the whole
datase canna be storedinside the main memory the heuristicfor
decreaingthe NN searctregion (r-region) is propo®d;

2) The costof pathsearchis deeplydepenienton the search
region: the largertheregion is, the moreroad segmentsand nodes
of roadwouldbe. The methodfor initializingthepathsearchregion



(p-region) for the NN cardidatesof the computationpoint andthe
methodfor minimizing p-region duringthe computatiorof shortest
patharepropo®d,;

3) Therearerelationsbetwea p-region andr-region: theinter-
mediateresultsduringthe shortespathcompuation canbe usedte
decreaer-region andthenumberof NN canddates.

3.1 Heuristicsfor selecting NN for a computation point

In our approah the selectionof computationpoint usesthe fol-
lowing heuristics:

[Heuristic 1] Thestartpointontherouteis thefirst com-
putationpoint;

[Heuristic 2] The next compuation pointis anintersec-
tion on the road network, which is the next intersection
of the divergencebetwea therouteandthe shortesipath
from the previouscomputatiorpointto its NN.

Here,thedivergencels a point ontheroute,wherethe shortespatl
branchs off theroute. If thereis no overlapbetwea the pathan:
theroute,the compuation point canberegardedasthe divergence .
Heuristic 1 givesthe startpoint of the search;Heuristic2 helpsto
selectthe following compuation point. In this paper we only use
thisresultandthedetaildescriptionis givenin [9].

[Heuristic 3] Theinitial NN seach region for acompu-
tationpointc is acircle areawhosecenteris ¢c andradius
isr:

r = Pathcq + Pathg.

Here,t is NN for the previous computationpointandq is a diver-
gence As thevalueof Path, hascomputedin the previous NN
searchstep,andthevalueof Path., is the curve lengthbetweernc
andq, thecompuationof r is notexpensve.

We canobsene the examplegiven in Figure 2, wherec is the
computatiorpoint, Sis the previousone,andt is NN for Swith the
shortespath P;. All NN candidate$or c arelocatedinsidetheini-
tial searchregion r-region. Theregion is the circle areacentering
onc with radiusr.

3.2 Heuristicsfor decreasing search region of path search

To find the shortespathfrom the computatiorpoint c to a cardi-
datet’ isbasel on anevensmallerregion: p-region showvnin Figure
2.

In Figure2, the pathlengthfrom the currentcompuation pointc
to NN of the previous computationpoint is r, andthe straight-lne
distancebetweerc andthe candidatenodet’ isd . For an easyde-
scriptionwe definea coordinatefor themin Figure3: the origin O
of the coordinde is on thecenterof line ct’, thex-axis pasesalong
linect’, andthey-axisis perpeticularto thex-axisontheorigin O.
To find the shortespathfrom c to t is basel onthe roadsggments
insidetheregion (asthedottedline in Figure3):
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Figure2 Searchregion generatd for anew computatiorpoint: NN search
regionr-region andshortespathsearctregionp-region
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(@)@ +d /22 @+ /(e —d[2) +y* < r).

Thismeanghatary pathfrom c to t via apointontheboundry of
(or inside)this region is equalto (or shater than)r. All roadsey-
mentson the shortestpath could only be found inside this region,
if thereis ary pathshorterthanr from c to t . Here,we prove this
regionis legal andis alsothe smallestone.

1) Toprovetheregionis legal,we giveanassumfion thatthere
wasa pointpl (x1,y1) outsidep-region locatingon a pathfrom c to
t, andthelengthof this pathS P(c, t') is notlongerthanr:

SP(c, tl) <r.

Accordingtotrianguar inequality thepathlengthis notshaterthan
the straight-linedistance amongc, pl andt’, whichis:

Straight — line — distance(c, p1, tl) =

Vel +d [2) +y12 + /(01 — d'[2)? + y1%;
Straight — line — distance(c, p1, tl) < SP(e, t’:) <y

and

V(@1 +d/2)2 +y12 +/(z1 —d'[2)2 + y12 < 1.

By the definition of p-region, pl is inside p-region. This resultis
contradictoryto theassumption.

2) To prove theregionis the smallestregion for the seach, we
assunethatthereis apointpl (x1,y1) onthe bourdary of p-region,
andapathfrom cto t crosespl. Thereare

Straight — line — distance(c, p1, tl) =r;

By the definition, the length of this path SP(c, t') is not longer
than r and SP(c,t') is not shorterthan Straight — line —
distance(c, pl, tl):

Straight — line — distance(c, p1, tl) < SP(e, t’) <y
then
SP(c, tl) =r.

This mears thatary region of smallerthanp-region mayberesults
in an answermissingand p-region is the smallestregion for this
search

Theregion canalsobesimplifiedto arectanglewith lengthr and
width /72 — d"2.

3.3 Relation between p-region and r-region

The selectionof a candidae for NN searchis base on the
straight-linedistancebetweerthe compuation point andthe target
objects: therefore the next candidae for the computationpoint is
locatedin aring, which is betweencircle d andcircle r in Figure
4. After the computationof shortestpathfrom c to a candidae t,
if theshortest’ is shorterthanr, r’ is setup asa smallerr-region
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Figure 4 Relationsbetweenp-region and r-region for one compuation
point

for the following search And p-region for the next candidatebe-
comessmaller too. With the searchsteps,d becomedongerand
longerwhile r becomeshorterandshater, andp-region become
smallerandsmallertoo. Theareaof p-region for the cardidatet is
simplifiedas

Area(p — regionl) xrx\r2—d?.

Theareaof p-region for the next candidate” canbesimplifiedas

1 1
Area(p —region )ocr x \/r'? —d"2

Asr’ Lr andd’ > d ;
o)

Area(p — region”) < Area(p — regionl).

Therelationbetweenp-region andr-region is very usdul in the
CNN computatiorbasednthelarge hierarchicaroadnetwork.

4. Algorithm for Large Hierarchical Road Net-
wor k

In orderto find CNN for a predefired route on large hierarchi-
calroadnetwork,we adopta partition methodsimilarto HEPV[1].
Roughlyspe&ing, the partitionsof roadnetworkareregardedasa
setof rectanglese.g.,bold-linerectanglesn Figure5. Thebound
ary nodes arepushedto the upperlevel to form a supergraph. All-
pair shortespathsamongthe boundary nodesin the samepartition
arecomputed andthe correspoding edgesareaddel to the supe
graph.c andt’ arethe compuationpointandNN candidateandu;
andv; arebourdary nodesin c-partition and t'-partition, respee
tively. In the supe graph,therearepre-compute@dgesamongu;
(:=1,2...) andthoseamongv; (y=1,2...). The grayregionin Figure
5 represets currentp-region. Theshortespathfrom c to tis:

SP(c,t') = minu . {SP(c,u) + SP(u,v) + SP(v, t )}.



Here,u andv arelimitedto beinsidep-region.

p-region may be decreasd with the computationsteps thus,the
numberof u andv becoms smallerand smaller In this section,
we first give amethodfor selectingthe pair of (u, v), andthengive
the algorithm for CNN searchbagd on a large hierarchicalroad
network.

4.1 Heuristic for sorting boundary nodes

In orderto find the shatestpathfrom the sourcenodeto theend
node themethodpropogdin [1] shouldcomparethepathlengthfor
all the pairsof the sourceandendbounday nodes In our method,
the computationis limited to the bounday nodesinside p-region:
furthermore, p-region may be decreaed during the computation
process andsomepairsof (u, v) in the previous p-region may be
not insidethe following p-region. p-region is decreaedalongthe
directionsof black arravs in Figure5. The bourdary nodeon c-
partition, which is further from uo, hasa higherpossbility to be
ignoredin the following search So, we selectboundary nodesin
the seqeenceof the distancebetweenthem andthe cross-nde of
the correspoding bounday andline ct'. In Figure5b, u; (v;) are
sortedon thedistanesbetweenu; (v;) andug (ve). Thedirections
of white arravs in Figure5 depictthis situation.
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Figure 5 Situation of p-region and boundary nodes when compuation
pointandNN canddatebelongto differentpartitions.

4.2 Algorithm for CNN search on large hierarchical road
network

Here,we describehealgorithmsof CNN seach, andNN-search
with the shortestpath searchbased(SP-searchpn p-region. As
we divide CNN searchinto a seriesof NN searche for compu-
tation pointson the route, the algorithm of CNN searchtakesthe
responiility of geneating the compuation point andinitializing
NN searchregion. At the beginning, the computationpoint is the
startpoint of the route,andthe searchregion for NN seach is set
to a Maximum value. The Maximum value could be specifia by
theuser(e.qg.,lessthan2km away from theroute)or determinedy
someheuristics. Thefollowing stepsrun repeatediyto computethe
resultof triplesfor every computationpoint by calling NN seach

procedue, and geneate the computationpoint and correspoding
searchregionr-region. We give the algorithmasfollows:

Algorithm CNN-search
/* Input: route [S, E], target object set T
Output: Result set of triples
{< point,interval, path >,..}x/
1. Initialize:
set first computation point: CP = S;
set NN search region for CP: r = Max;
2. Do steps 3 to 5 until CP equals to E;
3. Call NN-search with CP, r; and get a triple of
< t,[CP,q], Pathcp: >;
4. Replace interval [CP, q] with [gpye, q],
insert < t, [gpre, q], Pathcp+ > into Result set;
5. Generate next computation point CP:
CP = next intersection from q along route;
set NN search region for CP:

r=Pathcpg + Pathgs,

The NN searchproces basa on the R-treeindex and a prior-
ity queueQueue. Queue is usedto recordtheintermediateresults:
the R-treenodeswhich are overlappedwith the searchregion and
thetamget objeds. The key usedto orderthe elementon Queue is
straight-linedistanceof R-treenodeand pathlengthcomputedfor
tametobject. Queue is initializedasa nodeof the tamget objectR-
tree,which overlapswith the seach region. Whena tamget objed
turnsoutontheheadof thepriority quete, it become thecanddate
for further compuation: the pathlengthis computedor the candi-
datebasel on the searchregion. If the pathlengthis smallerthan
thekey of theheal elemenbf thequeuethecandidatés theresult.
Otherwisewhenthe pathlengthis smallerthantheradiusof search
region, the searctregion is resetwith the new lengthasradius.The
valueof radiusis decreaedby keeping stepwith the ongoingpath
lengthcomputatiorfor the canddates,andthe searctregion is ad-
justeduntil thereis no canddateinsidethe seach region. The NN
searchalgorithmis givenasfollows:

Algorithm NN-search
/* Input: route [S, E], target object set T;
source point CP and search region r;
Output: a triple < point,interval, path >x*/
1. Initialize: priority queue Queue;
2. Locate first node overlapping with region r
on R-tree, compute straight-line distance d between
it and CP, and insert node into Queue;
3. Do steps 4 to 5 unless Queue is Null;
4. If head of Queue is leaf node of R-tree,

Then



(1) initialize p-region with r and d,

(2) Call SP-search to compute shortest path SP
from CP to it,

(3) insert result to Queue;

(4) If SPis smaller thanr
Then reset r with SP;

Else
(1) compute straight-line distance between them,
(2) insert result to Queue;
5. If head of Queue is leaf node with computed

shortest path

/*object t of leaf node is NN for CP, computed path Pathcpy

is shortest path from CP to tx/

Find divergence q of Pathc p: and route;

Return result of triple < ¢, [C P, q], Pathcp: >;

Algorithm SP-search

/* Input: source point CP, candidate point t and p-region;
Output: shortest path lengthx /

1. Locate CP and t to partitions on ground level;

2. Compute out ug and vo of corresponding partitions;

3. Do steps 4 to 6, until there is no new pair of (u;, v;);

4. Sort u; (v;) in order of straight-line distance
between u; (v;) and ug (vo);

5. Select pair of (u;, v;), do step 6;

6. Compute SP with path length of (CPu;), (u;,v;) and (’Uj,tl),
If SP is less than r then reset p-region;

7. Return r as shortest path length;

5. Conclusion

Froma viewpoint of decreamg thetimesof disk access,we pro-
posa a methodfor CNN searchon thelarge hierarchicalroadnet-
work by minimizing the seach region. The methoddoesnot only
initialize NN searchregion for every computationpoint, but also
minimizesthe pathregion for NN seach on roadnetwork. By us-
ing this method CNN searchalongarouteonthelarge hierarchical
roadnetworkis greatlyaccelerated

We have usedour methodin anurbandistrict GIS to realizeCNN
searctbasednshortespathlengthoverroadnetwork.Becassethe
travel time canrot be simply regardedas proportionatingthe path
length,thismethodcanrot beusedto computeCNN basedntravel
time over dynamictransportatiometwork,i.e., provide up-to-date
queryresultsonthekeep-clangingtransportatiometwork.To solve
theproblemis in our futurework.
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