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Abstract— We present how software-defined circuit-switched
networking (SDCN)  should be realized on an
autonomous-distributed controlled optical packet ad circuit

integrated (OPCI) network. We introduce a basic arbitecture

suited for SDCN on the OPCI network. For OCS netwok

virtualization, we propose to establish multi-wavetngth logical
paths as a C-plane slice. After creating a C-planslice, unique
control protocols/configurations (including signaling, routing for

OCS, path computation, resource control, and so ongan be
flexibly implemented for the C-plane slice on progammable
platforms.
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software-defined networking (SDN) such as OpenFl&lv
will be key technologies for new-generation netvgoriBy
means of such technologies, diversified protocots services
can be effectively implemented and provided on mroon
physical infrastructure. However, currently, ouneentional
controllers in [3] can establish only one OCS colrpdane
(C-plane) with fixed configurations/protocols, attdis cannot
meet distinct requirements (e.g. route of path, lipuaf

services (Qo0S), and so on) to each logical netwdrkn the
network will be virtualized. Therefore, we needufgrade our
controllers so that they can establish multiple &g slices
with diversified/programmable configurations andtprols.

On the other hand, the OpenFlow protocol adopts a

centralized control method. In [6], the OpenFlowetpcol is

used to unify the packet- and circuit-switching toh It
would be useful for data centers (DCs) or locahanetworks
(LANs), but is not always suitable for large-scatere
network. This is because the centralized contratkda
scalability and it is unrealistic to manually set paths by a
centralized control every time a flow comes in tbere
nfetwork. In [7], optical FlowVisor is proposed tahieve
Dptical network virtualization, but it is based thie OpenFlow
Uprotocol. Our OPCI network technologies adopt
Kutonomous-distributed OCS controls for core neksoand
thus, it is required to realize network virtualioat and SDN
suited for such controls on the OPCI network.

. INTRODUCTION

We have been developing an optical packet and itircu
integrated (OPCI) network as a core network, inclvhboth
optical packet-switching (OPS) and optical ciraitching
(OCS) can be provided on the same fiber infrastinecf1]-[3].
The given optical bandwidth is separated into twsources
(i.,e. OPS-resource and OCS-resource) by means
wavelength division multiplexing (WDM) technologjeand
the number of wavelengths in each resource can
dynamically allocated. The OCS occupies an enditb-e
wavelength often called optical path or lightpathprovide

high-quality services, while the OPS provides led&irt In this work, we present how software-defined

servic?s. ?ur O_PCII_network QChie‘f’eS %Jg)snomogsih;iﬁed ._circuit-switched networking (SDCN) should be reatizon the
controls for signaling, routing for and dynamiCopc| network providing autonomous-distributed OCS
resource-allocation (DRA). In addition, OCS contm#ssages ,ntrols. Here, SDCN includes not only SDN but also

l(.i'i' s_ignagng, routipg rf]or OCS’letC) ?re tracgﬂetf)dron OP? virtualization on OCS network resource. This is fingt work
(')npé in order to unify the control interfaces ajth OCS and 4 giscuss SDN and virtualization on autonomougrithisted
' controlled and unified network environments simugtausly

In [1], we developed an OPCI node prototype equdppe i ; -
. . providing both OPS/OCS. We mainly focus on OCSHiis t
with both OPS and OCS devices, and demonstrate80an o though it is possible to virtualize the OPSaerce as

Gbps (10 Gbps 8 wavelengths) multi-wavelength OPS with \ye|| a5 the OCS-resource. We introduce a basicitacthre
a packet-error rate of less than™l@nd transfer of OCS g ited for SDCN on the OPCI network. Our architeetdoes
control signals on the same optical packet links. Aot adhere to use the OpenFlow protocol. For OQ/ark
multi-wavelength optical packet is a packet comsistof ;i glization, we propose to establish “multi-wéergth
multiple wavelengths in the resource aIIocatedma_mkets. In logical paths” as a C-plane slice. After creating-plane slice,
[2], we developed an OPCI ring network node in whibe  ,nique control protocols/configurations (includisignaling,
OPS device has much higher stability than the and]i and routing for OCS, path computation, resource contald so

can handle variable lengths a}nd_densities of packe{3], we on) can be flexibly implemented for the C-planeceslion
developed an autonomous-distributed OCS contraesyd$or programmable platforms.

the OPCI network. The control system mainly cossist
signaling, routing for OCS and DRA. The DRA autoicety I.
changes the amount of each of OPS- and OCS-resour%e
depending on demands for optical paths. )

On the other hand, network virtualization techni|{# and

OPCINETWORK

Concept
Figure 1 shows the concept of our OPCI network. Our



network can provide diversified services on a comrfiber Signaling for OCS |

infrastructure. The network separates the giveneleangth [ Socket F;{ Sienaling on OPS links ]
bandwidth into OPS-resource and OCS-resource, anc ~__5Results of signaling
dynamically moves the boundary between those ressur [DatabaseforOCS-resource&
according to service usage conditions. We explenDRA in wavelength usagdjnformation
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Fig. 2. Control mechanism at each core node in our OPCI network.
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Fig. 1. Concept of our OPCI network.

)
B. Control Mechanism Do, of fnvuse lightpaths; No. of In-use lightpaths:
Shared=0, Path<9 Path =9
Figure 2 shows the three autonomous-distributedirabn  ->Automatic decrease of - Automatic increase of
protocols in our OPCI network [3]: signaling anditing both OCS-resource OCS-resource
for OCS, and DRA. As for the OPS control, each agti —
ket is transferred to the destination outputt poy Case 2:0ne shared waveband is for OCS
pac . h p ” -> The maximum number of lightpaths in the OCS-resource is 20-As
packet-by-packet label processing and schedulnmgmjn node Fixed OPS-  Shared-wavebands Fixed OCS-
[1][2]. The OPS control has not yet been interlatkéth the waveband  (OPS or OCS) waveband
other controls, but we plan to interlock them itufie works. ggﬂme
One of the main characteristics of OPCI networlDRA.
Each node can autonomously increase or decrease th ! ! 2

QCS-I‘GSOUI’CG fpl’ each link deF)en_ding on the nurobeer-use Fig. 3. Anl image olf DRA a£ each l-ink in 01l1r OPCIl network.
lightpaths [3]. Figure 3 shows an image of DRA tBS)OCS

at each link interface. The wavelength bandwidthststs of  each node autonomously adjusts the OCS-resourdéeif

three kinds of wavebands corresponding to the fixedtatus meets a predefined condition: For exampleenwa

dedicated to OCS, and the shared-wavebands. Each f0js to 20as if the number of in-use lightpaths reaches 9

shared-wavebands is used for either OPS or OC8eatime  jthin the fixed OCS-waveband. Similarly, when ghlipath
depending on users’ demand for optical paths.igwhy, the s released, the OCS-resource decreases frohs #9-104s if
amount of resources can be dynamically changed e88tw the number of in-use lightpaths is less than 9 egdals to
OPS and OCS. At present, we assume that each dix8®  zerg within the fixed OCS-waveband and its adjacent
OPS-waveband and fixed OCS-waveband contains lghared-waveband, respectively. We can flexibly geathe
wavelengths (hereafter 26), and all other wavelengths are condition if necessary. Note that the conditionschto be the
included in the shared-wavebands. Inside each nedery  same at coadjacent interfaces on a link connettingnodes.
time signaling messages are transferred for lightsatup or  The OCS-resource at each link interface is adjusted
release, the wavelength usage status is autonoyncstked  jndependently of the status of OCS-resources oferoth
at each input and output interface in each relemade. Then, jnterfaces. The process of DRA also changes thetste of



optical switch on the D-plane because a shared{veme is
switched to OPS or OCS.

In our control system, the signaling and routingtpcols
each have a database for both the OCS-resource
wavelength usage information in each relevant Btkeach
node. Every time lightpath establishment, lightpatiease, or
DRA is executed, each protocol updates the infaonah the
database.

M. A BASIC ARCHITECTURESUITED FORSDCNON THE
OPCINETWORK

Figure 4 illustrates an image of slicing by OCSwurk
virtualization. Recently, the OpenFlow has been thest
likely candidate for the control protocol in DCslokNs. The
major advantage of using the OpenFlow is that ftoissible to
easily control and manage the statuses of switchesly one

centralized control system. It would be useful data centers

(DCs) or local-area networks (LANs), but is not aps
suitable for large-scale core network. This is beeathe
centralized control lacks scalability and it is ealistic to
manually set up paths by a centralized control yevene a
flow comes in the core network.
autonomous-distributed controls would be more bieteor
controls of core networks than centralized contmish as
OpenFlow. Thus, our OPCI
autonomous-distributed controls. However, regasllesthe
styles of control methods, end-to-end C-plane slican be
created over multiple networks including the OP@twork
and DCs (or LANs) as described in Fig. 4. And, athe
C-plane slice, end-to-end wavelength paths are rdigzly
established or released by use of the reserved levaytés.
Inside the OPCI network, each wavelength on C-pHEites

corresponds to a unique substantial wavelength @6 O
D-plane. This means that the OCS D-plane is lobical
separated by WDM technologies and the C-plane sslice

occupy distinct substantial wavelengths on the @&c/ane

each other. Note that the reserved wavelengths awoh e

C-plane slice are variable. There are several fomstbetween
OCS C-/D-plane, which perform not only controlsagtical
switches including DRA [3] but also creation of Gupe
slices.

Figure 5 shows a basic architecture for SDCN onQREI
network. Each C-plane slice can be created by sty
multi-wavelength logical paths on all relevant
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Fig. 4. An image of slicing by OCS network virtualization.

Currently,

network mainly adopts

fibe

links/nodes. Note that those paths are logical oaad not

substantial/physical lightpaths. The number of vevgths on

the logical paths (i.e. a C-plane slice) dependsaooS
atlsandwidth) requirement received from the creatbrthe
C-plane slice. Each C-plane slice may consist oftinoous
multiple wavelengths and also it would be possiblereate a
C-plane slice by selecting discontinuous wavelesigitthen a
C-plane slice is created, some multicast signafingtocol
may be required because it is possible that a mademore
than two logical link interfaces on a C-plane slid¢¢pon
request of the creator of a C-plane slice, the ioasdt
signaling  protocol automatically reserves multiple
wavelengths for all relevant links/nodes on thel&hp slice in
an autonomous-distributed control. After a C-platiee is
created, unique configurations and protocols atefarethe
C-plane slice depending on requirements to the oritwin
this work, we do not focus on how to establish
multi-wavelength logical paths and also how to seique
configurations/protocols on each C-plane slice étaills, but
focus on only a basic architecture suited for SD@MNthe
OPCI network. (We will consider the way to autoroally set
unique configurations/protocols on each C-planeeslby
means of some autonomous-distributed control mesimahn
For example, as described in Fig. 5, signalingquaot routing
protocol for OCS, path computation, constraintsroutes of
lightpaths, resource allocation control, wavelength
conversions, and so on, can be determined andbRexi
changed on each C-plane slice. Since the OCS @pkan
programmable, it does not need to adhere to owettional
autonomous-distributed OCS control mechanism dgamlisn
[3]. Hence, even though large-scale core netwoltksuls
adopt autonomous-distributed controls, it is pdesib adopt
and install some centralized control protocols asll vas
autonomous-distributed controls. Inside the conspstem,
every time the unique configurations and protocale
installed, they are automatically associated withe t
wavelengths on each C-plane slice. As for contodleptical
switches, the OCS C-plane directly sends/receivessages
to/from optical switches in order to change theicttire of
optical connections inside the switches. There béllvarious
protocols to control optical switches: For exampeneral
switch management protocol (GSMP) [8], transaction
language 1 (TL1), or other switching control pratisc Note
that the function to create C-plane slices perforomby
reserving/occupying a waveband, and thus does xextuge
controls of optical switches because C-plane slareslogical
paths. When the network tries to establish or sslea
wavelength path (i.e. a substantial lightpath) ls¢ wf the
signaling protocol, control of optical switch is exxited at
each relevant node as described in [3].

Here, the OPS links transfer not only packet daih @CS
control messages (i.e. signaling, routing for O&S) but also
messages to create C-plane slices (i.e. establish
multi-wavelength logical paths) by means of optipatkets
with the fixed OPS-waveband [3]. The controllersnca
distinguish various kinds of signals by checking tacket
header field or the contents of messages. In dal@entify
the C-plane slice related to each OCS control pgadane
slice ID can be defined or added to the opticakpaformat.
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Fig. 5. A basic architecture for SDCN on our OPCI network.

The architecture in Fig. 5 does not yet have a gament [1]
mechanism, but it may become complicated because th
network will need to frequently obtain and manage
information on many C-plane slices in real time.ughthe
management system will need high-speed performamck
some sophisticated network management protocol. edery
in this work, we do not focus on network management

(2

IV. CONCLUSION (3]

We presented how to realize SDCN on an
autonomous-distributed controlled OPCI network, and
introduced a basic architecture suited for it. B@S network [4]
virtualization, we proposed to establish multi-wiawngth
logical paths as a C-plane slice. After creating-plane slice,
unique control protocols and configurations (inahgd (5
signaling, routing for OCS, path computation, DRAd so on)

can be flexibly implemented for the C-plane slice o
programmable platforms. On each C-plane slice, wthn
network tries to establish or release a substafihtpath, [6]
control of optical switch is executed at each raté\node.
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