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• Creation and Early Implementation of Advanced Networking 
Technologies - The Next Generation Internet All Optical Networks, 
Terascale Networks, Networks for Petascale Science

• Advanced Applications, Middleware, Large-Scale Infrastructure, NG 
Optical Networks and Testbeds, Public Policy Studies and Forums 
Related to NG Networks

• Three Major Areas of Activity: a) Basic Research b) Design and 
Implementation of Prototypes c) Operations of Specialized 
Communication Facilities (e.g., StarLight)

Accelerating Leading Edge Innovation 

and Enhanced Global Communications 

through Advanced Internet Technologies, 

in Partnership with the Global Community

Introduction to iCAIR:
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StarLight International/National Communications

Exchange Facility

Abbott Hall, Northwestern University’s Chicago Campus



StarLight – “By Researchers For Researchers”

Abbott Hall, Northwestern University’s

Chicago CampusView from StarLight

StarLight is an experimental 
optical infrastructure and
proving ground for network 
services optimized for
high-performance applications
Multiple
10GE+100 Gbps
StarWave
Multiple 10GEs
Over Optics –
World’s “Largest”
10G/100G Exchange
First of a Kind
Enabling Interoperability
At L1, L2, L3 



iCAIR: Founding Partner of the Global Lambda Integrated Facility

Available Advanced Network Resources

Visualization courtesy of Bob Patterson, NCSA; data compilation by Maxine Brown, UIC.

www.glif.is



GLIF 2011



PacificWave



Macro Network Science Themes

• Transition From Legacy Networks To Networks That 

Take Full Advantage of IT Architecture and Technology

• Extremely Large Capacity (Multi-Tbps Streams)

• High Degrees of Communication Services 

Customization

• Highly Programmable Networks

• Network Facilities As Enabling Platforms for Any Type 

of Service

• Network Virtualization 

• Highly Distributed Processes

• SDN/SDX/SDI/OCX/SDC/SD*



Invisible Nodes,

Elements,

Hierarchical,

Centrally Controlled, 

Fairly Static

Traditional Provider Services:

Invisible, Static Resources,

Centralized Management,

Highly Layered

Distributed Programmable Resources, 

Dynamic Services, 

Visible & Accessible Resources, 

Integrated As Required, Non-Layered 

Limited Services, Functionality,

Flexibility, Expandability

Unlimited Services, Functionality,

Flexibility, Expandability

Paradigm Shift – Ubiquitous Services Based on Large Scale 

Distributed Facility vs Isolated Services Based on Separate 

Component Resources

Releasing the Fully Potential of Digital Technologies



A Next Generation Architecture: Distributed Facility Enabling Many Types 

Network/Services Enabled By Capacity + Programmability

Commodity

Internet

Environment: VO

Environment: 

International Gaming 

Fabric

Environment: 

Control Plane

TransLight Environment: Real 

Org

Environment: Sensors

Environment: Intelligent 

Power Grid Control

Environment: Real Org1

Environment: 

Large Scale System Control

Environment: Global App

Environment: Financial Org

Environment: Gov Agency
Environment: RFIDNet

Environment: Bio Org

Environment: Lab

Environment: Real 

Org2

SensorNet
FinancialNet

HPCNet

MediaNets

R&DNet

RFIDNet

BioNet

Other

PrivNet

GovNet

MedNet

Personal 

Networks

Fairly New!
New: Ad Hoc Individual Networks

Network Factories!



Large Hadron Collider at CERN







UoC







National Science Foundation Global Environment for Network innovations



International 40G and 100 G ExoGENI Testbed



Source: John MacAuley

iCAIR

GLIF AutoGOLE 

Initiative



Software Defined Networking Exchanges 

(SDXs)

• With the Increasing Deployment of SDN In Production 

Networks, the Need for an SDN Exchange (SDX) Has 

Been Recognized. 

• Current SDN Architecture Is Single Domain Centralized 

Controller Oriented 

• Required Capabilities for Multi-Domain Distributed SDN 

Resource Discovery, Signaling Provisioning, 

Operations, and Fault Detection and Recovery Are 

Fairly Challenging.

• Nonetheless – Many Motivations Exist for SDXs 



Motivations for SDXs

• WH Office of Science and Technology Policy – Large 

Scale Science Instrumentation

• Large Scale Ultra High Resolution Digital Media 

Services

• Multi-Domain Networks Interconnecting Data Centers 

(SDN Is Already in Production Within Large Scale Data 

Centers)

• Multi-Domain SDN Services

• Providing Capabilities for Edge Control

• Democratization Of Exchange Facilities

• Many New Types of Services and Capabilities

• Etc.



Software Defined Networking Exchanges (SDXs)

• Today, No Production SDX Exists. 

• However, With Support From the GENI Project, the 

International Center for Advanced Internet Research 

(iCAIR) and Its Research Partners Have Designed and 

Implemented a Prototype SDX at the StarLight 

International/National Communications Exchange 

Facility

• This SDX Is a Multi-Domain Service Enabling Federated 

Controllers To Exchange Signaling and Provisioning 

Information. 



Selected SDX Architectural Attributes

• Control and Network Resource APIs

• Multi Domain Integrated Path Controller 

• Controller Signaling, Including Edge Signaling

• SDN/OF Multi Layer Traffic Exchange

• Multi Domain Resource Advertisement/Discovery

• Topology Exchange

• Multiple Service Levels At All Layers

• Granulated Resource Access (Policy Based), Including Through 

Edge Processes

• Foundation Resource Programmability 

• Various Types of Gateways To Other Network Environments

• Integration of OF and Non-OF Paths, Including 3rd Party Integration

• Programmability for Large Scale Large Capacity Streams







Architectural Components

• Hybrid Networking Services (Multi-Service, Multi-

Layer, Multi-Domain)

• Network Programming Languages (e.g., P4, 

Frenetic)

• Abstraction Definitions

• APIs

• AP/Service Signaling and Policy Bundling

• Policy Bundle Distribution

• Primitives

• BGP Extensions and Substitutes

• NDL Schema

• Orchestration Processes



Other Architectural Components 2

• Northbound Interfaces

• Network OSs

• Network Hypervisors

• State Information Data Bases

• Data Modeling Languages (e.g., YANG)

• Controller Federation Processes

• Hybrid Services/Services Federation/Services 

Chaining

• Southbound Interfaces

• Eastbound Interfaces

• Westbound Interfaces



Other Architectural Components 3

• Data Plane Processes

• Network Function Virtualization (NFV)

• Measurements 

• Real Time Analytics

• Distributed Virtual NOC Operations



StarLight International Software Defined 

Networking Exchange (SDX)

• The National Science Foundation-Funded StarLight International 

SDX Will Provide The  Services, Architecture, and Technologies 

Designed To Provide Scientists, Engineers, and Educators With 

Highly Advanced, Diverse, Reliable, Persistent, and Secure 

Networking Services, Enabling Them to Optimally Access 

Resources in North America, South America, Asia, South Asia 

(including India), Australia, New Zealand, Europe, the Middle East, 

North Africa, And Other Sites Around the World.

• The StarLight SDX Initiative Undertakes Continued Innovation and 

Development of Advanced Networking Services and Technologies.

• Funded By the NSF International Research Network Connections 

(IRNC) Program 



GLIF is a consortium of institutions, organizations, consortia and country 

National Research & Education Networks who voluntarily share optical 

networking resources and expertise to develop the Global LambdaGrid for the 

advancement of scientific collaboration and discovery – a Federation!. 



















Multiple HPC Cloud Computing Testbeds 

Specifically Designed for Science Research

At Scale Experimentation

Integerated With High Performance Networks

=> Open Commons Consortium



The OCC And Next Generation Networking

• The OCC Has Formed a Partnership With The Advanced 

Networking Community To Created Large Scale (Global) 

Distributed Environments For Data Intensive Scientific 

Research – Based On a Foundation of Programmable, 

Deterministic, Edge Customizable High Performance 

Large Capacity Networks (e.g., 100 G and 100 G +)



Creating A Data Commons

• Clouds and Data Commons For Global Data Intensive 

Science

• Vast Amounts Of Data Are Being Created By Many New 

Powerful Sophisticated Instruments – Zettabytes!

• Few Individual Scientists Have the Resources To 

Manage, Store, Analyze, and Transport This Data

• A Data Commons Is A Facility Designed To Co-locate 

Data, Storage, Computing, and Networking 

Infrastructure, Along With Commonly Used Tools For 

Analyzing and Sharing Data As A Research Resource.



Core Data Commons Services

• Policy Based Access Procedures, Digital IDs

• Metadata Services

• Storage Services

• High Performance Transport, Including Specialized 

Transport Services For Large Scale Streams

• Policy Based Data Export Tools/Services

• Compute Services with Images/Containers Integrating 

Commonly Used Tools, Applications and Services, 

Specialized for Individual Science Domain Research 

Communities

















GEVADIS (http://www.geuvadis.org/) 

Genetic European Variation in Health and Disease

A European Medical Sequencing Consortium

RNAseq data produced from a subset of the same individuals used

To produce the 1000 genomes (http://www.1000genomes.org)

Samples in the GEUVADIS dataset represent 5 European Populations

that were sequenced by 7 “performers”. 

We examined a subset of ~50 samples to explore differences among the 

populations as well as potential bias in sequencing.

- Stuti’s docker does this

- Study FPKM abundances with visual and statistical tools

Original data were housed at UoC,  analysis occurred at both locations.

Data and results were shared via Parcel access to the UoC object store.

Overview

Source: Kevin P. Keegan, Bob 

Grossman

http://www.1000genomes.org


Object Storage

(Data)

Local

Compute

“Local” Location 

(University of Chicago, US) 

Remote

Compute

ClientClientServerServer

UDT

“Remote” Location 

(ASGC, Taiwan)

TCP

Remote stats and 

visualizations

Parcel Based Collaboration

parcel-

udt2tcp

parcel-

tcp2udt

Client identifies and 

retrieves data with ARK ids

Performs Compute

Remotely

Results are pushed back

to remote storage and an

ARK id is assigned

Visualizations are

produced locally

Source: Kevin P. Keegan, Bob 

Grossman



Analysis of Docker results



Source: Kevin P. Keegan, Bob Grossman



Project Matsu

• A Data Commons Open Source Project With A 

Goal Of Supporting Earth Science Research 

Communities By Processing Satellite Imaging 

Generated By NASA’s Earth Orbiting Satellites

• This Is a Joint Project Established By the OCC 

And NASA’s EO-1 Mission (Dan Mandl Is the 

Lead)



EO-1 L1G Image









GENI Engineering Conference (GEC 19) SDX 

Demonstration Atlanta March 18-20, 2014

• Initial SDX Capability Between GENI Sites (StarLight 

and SOX) Was Demonstrated

• Motivation:  To Share a Vision of Interconnected US 

Nationwide SDN Infrastructure, With Multiple SDN 

Capable Networks and Domains

• SDX Benefits Was Showcased Through a Compelling 

Application – Nowcast – Developed By Mike Zink and 

His Colleagues at University of Massachusetts, Amherst

• (GEC 19 Was Co-Located With the GLIF Tech 

Workshop, March 19-20)



Nowcast Example

Slide by Mike Zink, UMass Amherst

Source: Mike Zink, UMass Amherst



Comparison With Existing System
Slide by Mike Zink, UMass Amherst

Source: Mike Zink, UMass Amherst



Potential

CASA Data, EM 

Decision-Making

Protects First 

Responders and 

Public

Source: Mike Zink, UMass Amherst



GENI SDX Demo Scenario 1

Starlight 
SDX

ATL
SDX

RENCI

GT
(GEC)

R2 R3R1 R4

Middle
Box

Radars

Merge
Grid

Nowcast

Publish 
on web

Starlight 
SDX

ATL
SDX

OSF

GT
(GEC)

R2 R3R1 R4

Middle
Box

Radars

Merge
Grid

Nowcast

Publish 
on web

Slide by Mike Zink, UMass Amherst



ESnet

ORNL

AL2S

Georgia

Tech SDX

StarLight

SDX

R4R3R2R1

GENI SDX Demo Scenario 2

Simulated 

Radar (4)

GEC 19

Mid 

Box



Global LambdaGrid Workshop (GLIF)

• International SDX (iSDX) Demonstrations Showcase a 

World-wide Prototype Environment That Could Be Used 

for Modeling Major Weather Systems, Including The 

Depiction of Severe Weather Patterns. 

• Application Based on Nowcast System Being 

Developed by the NSF Engineering Research Center for 

Collaborative Adaptive Sensing of the Atmosphere (Led 

By University of Massachusetts at Amherst), Which Is 

Being Designed for Next Generation Weather Prediction 

and Visualization Systems.  



Global LambdaGrid Workshop Sept 30-Oct 1 2014 

In New Zealand

• Demonstrations of A Prototype Implemented Across the Globe 

Using the GLIF To Interconnect Sites World-Wide, Supported By 

Interoperable International SDXs, Including Prototype SDXs at 

– a) the StarLight International/National Communications Exchange Facility, 

Designed by iCAIR 

– b) Auckland, New Zealand, Designed by REANNZ and Google, 

– c) Taiwan, Designed by High Performance Computing Center/TWAREN

– d) SOX in Atlanta, Designed by Georgia Tech 

– d) NetherLight in Amsterdam, Designed by SURFnet, 

– e) Ottawa, Designed by CANARIE and Cybera, 

f) Tokyo, Designed by the University of Tokyo

• Each Site Had Its Own SDN/OpenFlow Controllers, Which Were 

Federated To Enable Cross-Domain Interoperability. 

• Controllers Used Distributed Control Plane To Directly Address 

and Dynamically Manage Multiple Paths Among Sites Via 

Distributed Data Plane - Transporting Nowcast Instrumentation 

Traffic Among Sites. 



International Software-Defined Network Exchanges 

(iSDXs): A Demonstration of Global Capabilities 

Joe Mambretti, Jim Chen, Fei Yeh

International Center for Advanced Internet Research

Northwestern University, USA

Mike Zink, Divyashri Bhat

University of Massachusetts, Amherst, USA

Ronald Van der Pol 
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Grace Lee, WunYuan Huang, Te-Lung Liu

NARLabs, National Center for High Performance Computing,Taiwan

Thomas Tam, Herve Guy, 

CANARIE, Canada

Alex Valiushko, John Shillington, 

Cybera, Canada

Buseung Cho, KISTI

Republic of Korea

Michiaki Hayashi, KDDI Labs, Japan

Toshiaki Tarui, Hitachi, Japan

Aki Nakao, University of Tokyo, Japan

Steve Cotter, T. Charles Yun, Jamie Curtis,  Andrej Ricnik 

REANNZ, New Zealand

Josh Bailey, Google, New Zealand

Artur Binczewski  Belter Bartosz Miłosz Przywecki Piotr Rydlichowski 

Poznan Supercomputing and Networking Center, Poland

Russ Clark, Georgia Tech, USA

Global LambdaGrid Workshop

Queenstown, New Zealand

September 30-October 1, 2014









Slice Exchange Showcase at 

GEC 21: Special Thanks To 

Aki Nakao





Hospitals, 

Doctors

Cloud Computation

Genomic Data Commons

Patients

Output: Data-

Aware, 

Analytics-Informed

Diagnosis, 

Prognosis,

Optimal Treatment

Future Vision: 

A Nationwide Virtual Comprehensive Cancer Center



Biomedical Data Commons:

Flow Orchestration: Control Plane + Data Plane 

Data Plane

Control Plane

Data Repository A (West Coast)

Data Repository C (Asia) Data Repository D (Europe)

Data Repository B

(South)

Visualization Engines

North America
Compute Engines 

(Midwest)



BI Data Flow Visualization (Inbound-Outbound) 

From SDSC To UoC





Genomic Data Commons Data Transfer



An Experimental Testbed For 

Computer Science Research



Chameleon Design Strategy

• Large-scale: “Big Data, Big Compute, Big Instrument 
Research”
– ~650 nodes (~14,500 cores), 5 PB disk over two sites, 2 sites 

connected with 100G network

• Reconfigurable: “As close as possible to having it in your 
lab”
– From bare metal reconfiguration to clouds

– Support for repeatable and reproducible experiments

• Connected: “One stop shopping for experimental needs”
– Workload and Trace Archive

– Partnerships with production clouds: CERN, OSDC, Rackspace, 
Google, and others

– Partnerships with users

• Complementary: Partnerships With Many Other Projects
– Complementing GENI, Grid’5000, and other experimental 

testbeds



Chameleon Hardware

SCUs connect to 
core and fully 
connected to 
each other

Heterogeneous 

Cloud Units
Alternate Processors 

and Networks

Switch
Standard 

Cloud Unit
42 compute 

4 storage

x10

Chicago

To UTSA, GENI, Future Partners

Austin
Chameleon Core Network

100Gbps uplink public network
(each site)

Chameleon Core Network
100Gbps uplink public network

(each site)

Core Services
3.6 PB Central File 
Systems, Front End 
and Data Movers

Core Services
Front End and Data 

Mover Nodes
504 x86 Compute Servers
48 Dist. Storage Servers
102 Heterogeneous Servers
16 Mgt and Storage Nodes

Switch
Standard 

Cloud Unit
42 compute 

4 storage

x2



Standard Cloud Unit

• Each of the 12 SCUs is comprised of a single 48U rack
– Allocations can be an entire SCU, multiple SCUs, or within a 

single one. 

• A single 48 port Force10 s6000 OpenFlow-enabled switch 
connects all nodes in the rack (with an additional network for 
management/control plane).
– 10Gb to hosts, 40Gb uplinks to Chameleon core network

• An SCU has 42 Dell R630 compute servers, each with dual-
socket Intel Xeon (Haswell) processors and 128GB of RAM

• In addition, each SCU has 4 DellFX2 storage servers, each 
with a connected JBOD of 16 2TB drives. 
– Can be used as local storage within the SCU, or allocated 

separately (48 total available for Hadoop configurations)



Chameleon Projects 
Advanced	Scien fic	Compu ng	(ASC)	

Biochemistry	and	Molecular	
Structure	and	Func on	

Computer	and	Computa on	Research	
(CCR)	

COMPUTER	AND	INFORMATION	SCIENCE	
AND	ENGINEERING	(CISE)	

Computer	Systems	Architecture	

Distributed	and	Parallel	
Processing,	Vectoriza on	

Elementary	Par cle	Physics	

ENGINEERING	(ENG)	

Engineering	Infrastructure	Development	
(EID)	

Extragalac c	Astronomy	and	
Cosmology	

Gene cs	and	
Nucleic	Acids	

Informa on,	Robo cs	and	
Intelligent	Systems	(IRI)	

Ins tu onal	Infrastructure	

Molecular	and	Cellular	Biosciences	(MCB)	

Networking	and	Communica ons	Research	
(NCR)	

Performance	and	
Evalua on	Benchmarking	

So ware	
Development	

So ware	Systems	

Special	Projects	

Overall: 200 projects, 600 users



Will Be Contiguous To 

the StarLight SDX



Global Research Platform

• Currently – A Concept

• A Specialized Globally Distributed Platform For Science 

Discovery and Innovation

• Based On State-Of-the-Art-Clouds

• Interconnected With Computational Grids, 

Supercomputing Centers, Specialized Instruments, et al

• Also, Based On World-Wide 100 Gbps Networks

• Leveraging Advanced Architectural Concepts, e.g., 

SDN/SDX/SDI – Science DMZs

• Ref: Demonstrations @ SC15, Austin Texas November 

2015



www.startap.net/starlight

Thanks to the NSF, DOE, NIH, USGS, DARPA

NOAA, Universities, National Labs, 

International Partners,

and Other Supporters


