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Envisioned heterogeneous networks of the future
Heterogeneous in terms of network layer protocols usedges
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spaces locator spaces
N@? 2011.7.22 3

Current Internet architecture limitations

Use IP address as ID

Application Application

Lllse IP address as Locator

|

Data link Data link Data link

%/Link Router Link Host

Limitationson
ﬂ * supporting heterogeneous network layer
IP address as :> protocols and locator spaces
both ID and locator * mobility and multihoming
» scalable routing, traffic engineering

!

Future Internet architecture should be based on ID/locator split

NC/§7? 2011.7.22 4




ID/Locator (LOC) split network architecture concept

» IDs and locators are derived from distinct namespa
» IDs are used in app/trans layers to identify Hestskets/sessions
 LOCs are used in net layer to locate hosts by mgudystems
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ID/LOC split for heterogeneity support
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require homogeneous

can support various network protocols
network protocol

Core Network
Core Network

IP
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IP IP P

Edge Networks

IPv4, IPv6, PostIP

-
Protocol Conversion
IPv4
Post IP

Edge Networks

-Difficult to connect tiny

: -Connect tiny devices
devices, e.g., sensors

-Extendible to meet future demands
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ID/LOC split for mobility, multihoming support
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ID/LOC split for scalable routing
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-Higher routing overhead
-Lower forwarding speed
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Our proposal: HIMALIS architecture
Heterogeneity Inclusion and Mobility Adaptation thgh Locator ID_Separation

I *Session (packet)

identification by IDs . .

ID/locator

mapping
registries

Various applications

Common ID space

I *Heterogeneous L3
networks support
.3 protocol
independent mobility,
multihoming, security
support

Various
locator
spaces
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HIMALIS architectural components

i L\*‘“‘
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Edge networks with heterogeneous L3 protocols/tocsppaces
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HIMALIS architectural components (cont’d)

« DNR:

— store mappings between domain names and ID/looatdNR; are in
hierarchical structure like DNS

« HNR:

— store mappings between *hostnames and ID/locétioosis; are not in
hierarchical structure

e GW:

— perform L3 protocol/locator translation in packetders using ID tables when
edge and global transit networks use differentquaits

* Host:
— retrieve ID/locator mappings from the name resofusystem consisting of
DNR and HNR

— perform ID/locator mapping, mobility and multihamgifunctions from the
Identity layer

*Hostname:
- a global hostname consists of local hosthame anthdh name parts
- e.g. mypc#domainA.com

local domain
hostname name
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Communication procedures (overview)

» Hostname to ID/locator resolution (process shown in nex)slid

— Source host resolves destination’s hostname hiand locator by sending a query to the
resolver located in the source edge network épt;ssddlocated with GW). Resolver first
resolves the domain name into HNR’s ID and loctttim a DNR, and then sends another
query to the HNR to obtain the destination hodDsahd locator.

— ID/locator mapping cache in GWs: The resolversigi@the source and destination hosts’
ID/locator mappings to the both GWs of source agstidation networks.

» Using ID/locator in host protocol stack: IDs are used jpliagtion and transport layers;
IDs mapped to locators in the identity layer; IDs appe#déntity header and locators
in L3 header of packets. Multihoming: one ID mapped to ipleltocators.

+ Protocol translation: GW translates L3 protocols using dor mapping cache stored
in the ID table when the edge and transit networks usereift L3 protocols.

* Mobility: mobile host initiates signaling; GW assists in mobisitgnaling; the old GW
forwards packets to the new GW.

» Security: hosts use HNR records to verify each othéestity and establish security
context.

* Routing: core routing system is kept stable by hiding edgéguration changes from
the global transit network.

NLIQT; 2011.7.22 12




Hostname resolution process

DNR Record : DNR Record
idloc.org: , T N domainB.com:
=>HNRZ1’s ID,GLOC,PK com =>HNR2’s ID,GLOC,PK

| ' Q
GLOC = Global

locator used in

'
1
.
.

transit network '/ GIobaJ i ot Netoch your-pc#domainB.com:
: : Domain name resefution =>Host2's ID,GLOC,PK
kafle-pct#idloc.org: P /7 e
=>Hostl’s ID,*GLOC,PK @) / - :
| SHNRL 0 £ 3) 4) .~ Hostname 1+ HNR2
~ resolution
*Host GLOC is the / // e B /|(5)
GW's GLOC b/ v -, = N GW
== - G \ T
v W, ~ e DAR !
DAR: DHCP (NZR N . — '
+Authenticator | Agent | 4~
+Resolver ommmmemmeo .
‘ \
; ¥(7) )
Edge Network @ Host2 Edge Network
HOStl your-pc#domainB.com

kaﬂe-pc#idlc.org

After having the hostname resolution, both hostselsas
GWs have host ID/locator mappings in their ID table
(shown in the next slide).
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ID tables and data communication

DNR Record : DNR Record
idloc.org: T i domainB.com:
=>HNR1's ID,GLOC,PK com =>HNR2's ID,GLOC,PK

Global Transit Network

HNR1 ~ HNR2
ID,GLOC
Ny

ID Table

Hostl’s ID, LLoc m e —

=> Host2’s ID, GLOC

. == ow

GWs translate LLoc to
GLOC (and vice versa)

™
your-pc#domainB.com:

- =>Host2’s ID,GLOC,PK

kafle-pct#idloc.org:
=>Hostl’s ID,GLOC,P

ID Table

Host2's ID, LLoc
=>Hostl's ID,GLOC

LLoc = Local locator

ID, LL ;
used in edge network ¢ using ID tables. ID,LLoc
a.ta. (5)

Host 2 Edge Network

Edge Network
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Mobility signaling

DNR Record : DNR Record
idloc.org: |~ TR domainB.com:
=>HNR1’s ID,GLOC,PK org com ‘>HNR2 s ID,GLOC,PK

AN

| ’ @
i ‘\ ~pc#domainB.com:
kafle-pct#idloc.org: )_/our pc ,
=>HosEFs1B76L0C, PK . DNR » =>Host2's ID,GLOC, PK
:>H0ft1’s ID,newGLOC, N ane1 | eETSE o

\

Global Transit Networ k “HNR2
D ID Table
(3)HNR recor'd
update Hostl1's ID,LLocl
Do = Host2 s ID, GLOC ID Table
E e - Host2’ ID, LLoc
D, LL ,(1 ﬁ (2) = *@ =SHOSHHB-GEOC
=> Host2’$48, GLOC el ﬁ / ID Table Update =>Host1’ IDnewGLOC
(4) Table Transfer ________
ID Table Delete 7DAR :
/| Agent
/7
- Only updates in HNR record and GWSs' ID tables
- No updates in DNR record
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Experiments over PlanetLab

PlanetLab is helpful for the HIMALIS'’s performanceidy mainly
because of its two aspects: (a) it can be usedstobditedly
store and retrieve ID-to-locator mapping recorasl @) it
can be used to concurrently support multiple oyertauting
mechanisms, some based on IDs and the others based
different types of locator spaces.

Implemented in two patterns

1. All components over PlanetLab nodes

2. Only name resolution system (DNR+HNR) over
PlanetLab; GWs and hosts located in a local network
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All components implemented over PlanetLab

ID/Locator's Node Location Map
%ol ’\s«,),

* DNR, HNR1, GW1 and Host are implemented over diffeRlanet

[#E [ hwss [wE5a]
i .

y'.;.

Lab nodes

located within Japan; HNR2, GW2 and Host2 are in USA;HNKR3, GW3 and

Host3 are in Europe.

* Hostl communicates with Host2 and Host3 in different mstalVe measured the

followings 5 times:
— Hostname resolution delay
- RTT

"
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All components implemented over PlanetLab (cont’d)

e Hostl(Japany Host2 (USA)

ID/Locator's Node Location Map

e Hostl (Japanp Host3 (Europe)

ID/Locator's Node Location Map

GWI>HNR2>GW2  [[5 Rt GW1->HNR3>GW3
;)ngzg;):GWZQGW1 (HostL&~> Host2) ;)ngzgiGWB%GW1
=0.2~0.5sec
Delay (sec) (mostly) Delay(sec)
1= H 4.399 =~1.2sec 1 H 3.880
2E B 2.574 (sometimes) 2EE | 3.006
3EH 2.742 3EH 3.162
4[E1H 2.394 4B H 3.101
5[ H 2.687 5[ H 3.885

(Host1¢&-> Host2)

=0.3~0.6 sec
(mostly)

=~12sec
(sometimes)

e
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Only name resolution (DNR+HNR) over PlanetLab

« To emulate an ID/locator mapping system
distributed over the global Internet

» Keeping GWs and hosts in local networks
— enables to do mobility experiments

N@TJ 2011.7.22 19

Only name resolution (DNR+HNR) over PlanetLab (Gbnt

PlanetLab Nodes

DNR"
e HNR1 |
7o | s i ;
Sk | s, ° .
T e ° e
GE EM
S BTDAT >.
932 EIN
et
¥ %1

‘; Host3
Host1l Movement \‘@/\W

NICT Experiment Network Host2

1. Hostl and Host4's ID/locator mappings are stimddNR1 (in Japan); Host2’s
ID/locator mapping is in HNR2 (in USA), and Host&sn HNR3 (in Europe)

2. Measured: hostname resolution delay when a hitsttes a session, and HNR
record update delay when the host changes itsd&o mapping due to mobility
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Only name resolution (DNR+HNR) over PlanetLab (&bnt

Hostname Resolution Delays

Host2(USAYMoHoSLIPNMERE  6qt3(EUY & Hostl (PN EE Host4(JPp> > Host1(IP) HE 65t

(Host2> GW3>DNR>GW3 > (Host4>GW3>DNR>GW3->
HNR1>GW1->Hostl> (HOSt3>GW3>DNR>CW3> HNR1>GW1->Host1>
SGW3> : HNR1>GWI1>Hostl> GW1-> GW3>Hosta):
GWI1>GW3>Host2): GW1>GW3>Host3): :
Delay (sec) Delay (sec) Delay (sec)
1[5 H 1.094 =T > 234 1/ B 0.597
2l § 1.058 p— L3905 2l B 0.615
3l B 1.020 P 1420 31 0.585
41 1.051 ARl 1 380 4 A 0.579
SEIE 1.036 = 1719 SELE 0.567
Average = 1.052 Average = Average = 0.589
- ge =1.634 =
STD = 0.025 STD = 0.363 STD = 0.018
Observation:

a) Delay is less than 1sec when name resolutionagessare confined to Japan.
b) Itis slightly greater than 1 sec when they tragdJSA and Japan.
c) Itis about 2 sec when they traverse Europe apdnl
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Only name resolution (DNR+HNR) over PlanetLab (&bnt

HNR Record Update Delay

Time duration from the instance the mobile host (locatddpan) sends an HNR record update
request to the instance it receives the response fromNRedfter having its record updated.
When Host2 moves (GW3GW2) When Host4 moves (GWBGW?2)

Host2 updates HNR2(USA) record Host4 u
) pdates HNR1(JP) record
by sending an update requestvhen Host3 moves (GW3GW2) by sending an update request

Del Host3 updates HNR3 (EU) record
elay (sec) by sending an update request Delay (sec)
el | 1732 UslH | 0434
28IH | 1093 Delay sed 2m[H | 0416
1= H 1.397
3EH 1.480 3EH 0.370
A 1435 PIEINE| 1.226
verage = 1. =
3E | 1.238 Average = 0.406
Average = 1.287
Observation:

a) HNR record update delays are almost similar whemitiiR is located in USA or in
EU; it is far less when the HNR is located within Japan.

NLIQT; 2011.7.22 22




Summary and future work

e Summary:
— Future networks would be heterogeneous in termstafonke layer
protocols
— ID/locator split-based HIMALIS architecture faailies mobility
across heterogeneous networks without straining cotego

functions
— Implemented HIMALIS components over PlanetLab studlied
ID/locator mapping system’s (control plane) perforoen

» Future work:
— Implement on VNodes to study data plane performéace GW'’s
scalability)
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