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Dynamic Adaptive Streaming (DAS)
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Bitrate adaptation in DAS
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Unstable video bitrate
 Fluctuating streaming bitrate

Unfair bitrate allocation
 Unfair bandwidth share among 

multiple users over the same 
bottleneck

Problems with current bitrate adaptation
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8 conventional adaptive streams over 24Mbit/s bottleneck

How unstable and unfair conventional 
bitrate adaptation?
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Unstable + Unfair Adaptation 
(Existing)

Problems with bitrate adaptation over NDN
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High QoE streaming to users
 High bitrate
 Stable and fair bitrate

Cache-friendly bitrate adaptation
 High cache hit rate even with adaptive streaming

Motivation
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Conventional bitrate adaptation

Mean 
download 
throughput

Estimate fair 
bandwidth share

Smooth

Quantize

Schedule next request

9



Mean download throughput is unstable and unfair
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Our proposed solution
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Congestion price (e.g. queuing delay)

 accumulated over delivery path

 fed back in Data packets

Utility-fair framework
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Utility fairness optimization [Wang06]

Utility-fair bandwidth share

Utility fairness framework

Wang, W.-H.; Palaniswami, M. & Low, S., Application-Oriented Flow Control: Fundamentals, Algorithms 
and Fairness, IEEE/ACM Trans. Netw., 2006, 14, 1282-1291
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Step-wise utility function
Sigmoidal approximation at each step for continuity
Could be different for users requesting the same content

Utility function

Utility function of a streaming video with 6 bitrates  
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Utility-fair bitrate adaptation
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Chunk-level CCN/NDN simulation
Congestion signal: queuing delay
LCE+LRU caches
Chain topology of 4 routers with bottleneck
Playback buffer: 30 seg.
Evaluate
Conventional bitrate adaptation
 PANDA [Li2014]: AIMD bandwidth probe
 Proposed utility-fair adaptation

Simulation evaluation

Li et al. Probe and Adapt: Rate Adaptation for HTTP Video Streaming At Scale JSAC 2014
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24 Mbit/s bottleneck
8 streaming sessions + 1 download

Elastic background traffic

Conventional

Panda

Utility fair (proposed)

elastic background traffic
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 1Gbit/s bottleneck, chain topology
 60% streaming (10min)+ 40% downloading (50MB)
 2000 content objects (Zipf.8), Poisson arrival 0.8 req/s
 20GB LRU cache @ all routers

Stability of bitrate adaptation

Conventional
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Utility fair (proposed)
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Fairness of bitrate adaptation

Conventional

Panda

Utility fair (proposed)

 1Gbit/s bottleneck, chain topology
 60% streaming (10min)+ 40% downloading (50MB)
 2000 content objects (Zipf.8), Poisson arrival 0.8 req/s
 20GB LRU cache @ all routers
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Cache hit rate

Much higher 
cache hit

 1Gbit/s bottleneck, chain topology
 60% streaming (10min)+ 40% downloading (50MB)
 2000 content objects (Zipf.8), Poisson arrival 0.8 req/s
 20GB LRU cache @ all routers
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Number of bitrates in cache

Fewer redundant 
bitrates

 1Gbit/s bottleneck, chain topology
 60% streaming + 40% downloading
 2000 content objects (Zipf.8), Poisson arrival 0.8 req/s
 20GB LRU cache @ all routers
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NDN-based implementation

1. DAS over NDN + congestion feedback 2. Congestion feedback enabled NFD

NDN-enabled VLC player
1. NDN connection module for VLC

• Based on Consumer/Producer API
2. Bitrate adaptation logic

• Use feedback value for bitrate selection

NFD adds congestion status into the 
header of data packet
• Queuing delay is used for congestion status
• Use libnl3 library to get txqueue length
• Store that value to NDNLPv2 header

– Outside of the “signature envelop”

Add congestion status 
into NDN packet

Smooth & fair 
bitrate adaptation

ServerRouterConsumer

1 2“Congested”
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Streaming bitrate adaptation by congestion 
feedback in CCN/NDN
 Fair and stable bitrate adaptation: using utility fairness framework and 

explicit congestion feedback
Cache-friendliness: fairness and stability in bitrate adaptation increase 

cache hit

Future work
 Evaluation in global Testbed: CUTEi
Caching for video streaming

Conclusion
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