Influence of Nonlinearity on the Limit-cycles of Neural Networks with Asymmetrical Cyclic Connections

Shinya SUENAGA, Yoshihiro HAYAKAWA, Koji NAKAJIMA

Laboratory for Brainware Systems, Laboratory for Nanoelectronics and Spintronics, Research Institute of Electrical Communication, Tohoku University
Katahira 2-1-1, Aobaku Sendai 980-8577, Japan,
Email: {shinya, asaka, hello}@nakajima.riec.tohoku.ac.jp

Abstract—We have analysed the effect of nonlinearity of an activation function on the oscillation of the neural network with asymmetrical cyclic connections by using the averaging method. The oscillation obtained by linear approximation, in which the activation function is approximated by a linear function, is multi-modal although the actual oscillation with numerical simulation is unimodal. When the activation function tanh is approximated with a function that includes a nonlinear term, we show that multi-mode oscillations are unstable by using the averaging method.

1. Introduction

An artificial neural network is an information processing system based on simplified models of living nerve-cell networks. It is regarded as the information processing system which has a nature of brain functions, that is, flexibility, distributed processing, parallel computation, and so on. Many problems which are hard to be solved by ordinary methods have been approached by a network with recurrent connections for these systems.

Although most of those applications are used for solving “static” problems, there have recently been many attempts to process temporal information using artificial neural networks as dynamical systems [1]. In these applications, the dynamics of the networks play a very important role. However, understanding the details of a dynamical system is more difficult than that of stable networks, especially in large scale ones.

To analyze the dynamical behaviour of the network comprised of a large number of neural units, we exploit a ring structure. Advantages of the structure is that it removes the effect of a boundary in finite element networks, and that it oscillates easily. Additionally, each unit are connected to each other with different weight values. There are some early works [2, 3] for such network. Both of them reported generation of various limit-cycles. In our previous work [4], we obtained the period of such limit-cycles by using linear approximation of an activation function.

Although the solution obtained by using the linear approximation is the superposition of some frequency components, the solution was different from the limit-cycle with numerical simulation. The oscillation of limit-cycles obtained from linear approximation is multi-modal although the actually oscillation with numerical simulation is unimodal. In this paper, we show by using the averaging method that this difference is caused by the nonlinearity of the activation function.

This paper is organized as follows. In Section 2, the neuron model, the network structure, and a typical limit-cycle of the network are presented. In Section 3, the relation between the period of limit-cycle and various parameters is obtained by using linear approximation. Details of calculations of the averaging method for the limit-cycles are presented in Section 4, and the results are summarized in Section 5.

2. Neural network with asymmetrical cyclic connections

2.1. Model and structure

The limit-cycles considered in this paper are based on conventional neural network equations,

\[
\frac{\text{d} x_i(t)}{\text{d} t} = -u_i(t) + \alpha x_i(t) + \sum_{j=0, j \neq i}^{N-1} w_{ij} x_j(t) \quad \text{and} \quad x(t) = f(u(t)),
\]

where \( x_i(t) \), \( u_i(t) \), \( N \), \( \tau \), \( w_{ij} \), \( \alpha \), and \( f(\cdot) \) are the output and the internal state of unit \( i \), the number of neural units, a time constant, the synaptic weight from unit \( j \) to unit \( i \), the self-connection weight (\( \alpha > 1 \)), and a sigmoid activation function, respectively. The sigmoid activation function is given here by

\[
f(u) = \tanh(\beta u),
\]

where \( \beta \) is a gain parameter (\( \beta > 0 \)).

We use a ring network structure with asymmetrical connections. The network has a cyclic weight matrix \( W \). Each unit has synaptic connections from itself and \( L \)-neighbor units, where \( L \) represents the length of connections and is an integer with \( 1 \leq L < N/2 \). The weight matrix \( W \) is
2.2. Limit-cycles

These neural network exhibits a lot of limit-cycles with the characteristics which transmit the information about the state of the unit in one direction in the ring network. Let the unit \(i\) be represented by a black circle if \(x_i \geq 0\) and a white circle if \(x_i < 0\). Figure 1 shows all spatial patterns of the limit-cycle with \(N = 10\) and \(L = 1\). Only one circle at each boundary between a white and a black domains changes to opposite color, such that each domain moves in the same direction. Hence, the spatial patterns in Fig. 1 actually seem to rotate. The waveform of the internal state for two units in the limit-cycle is shown in Fig. 2. The waveforms for other units have the same appearance but with a phase shift. Such characteristics may be figured as

\[
\begin{align*}
 c(x) = f(u) = f \left\{ \alpha_i \sin \left( \frac{2 \pi K}{N} i - \omega t \right) \right\}, \quad (5)
\end{align*}
\]

where \(\alpha_i, K\) and \(\omega\) are an amplitude, a wavenumber, and an angular frequency, respectively. Therefore, we refer to the limit-cycle mentioned above as a sine type limit-cycle. The following relation has been obtained [3],

\[
M = \lceil(N - 1)/2 \rceil \quad (L = 1),
\]

where \(M\) is the number of limit-cycles and \(\lfloor h \rfloor\) indicates the greatest integer smaller than or equal to \(h\).

![Figure 1: All spatial patterns of the limit-cycle at a certain instant in the neural network with asymmetrical cyclic connections for \(N = 10\) and \(L = 1\). Black circles and white circles represent the units whose outputs are positive and negative, respectively. For Eq. (5), these patterns are assigned with \(K = 1, 2, 3, 4\) sequentially from the left hand diagram.](image)

![Figure 2: Time evolution of the internal state in a limit-cycle for \(N = 10\), \(L = 1\), and \(K = 1\). All the units show the same internal state except for the phase shift.](image)

3. Linear approximation

The relation between the period of a sine type limit-cycle and the parameters \(N, K, L,\) and \(\alpha\) are obtained by using linear approximation. The period dependence for these parameters is nonlinear. For example, the period is inverse proportional to \(L\) as shown in Fig. 3. To study the neural network with asymmetrical cyclic connections, we need to use a numerical simulation for the activation function \(\tanh(\beta u)\). However, \(\tanh(\beta u)\) can be approximated by simple functions in the region \(\beta \sim 1/\alpha\). A linear function can be used in this region. The Taylor expansion of \(\tanh\) is written as

\[
x = \tanh(\beta u) = \beta u - \frac{2 \beta^3}{3!} u^3 + \frac{16 \beta^5}{5!} u^5 + \cdots. \quad (7)
\]

Thus, in the vicinity \(u = 0\), the following linear approximation holds:

\[
x = \beta u. \quad (8)
\]

With this approximation, we can use the method of a linear dynamical system.

3.1. State equation in vector form

With linear approximation, the state equation Eq. (8) can be recast in vector form as

\[
\frac{d}{dt} x = \frac{1}{\tau} (\beta W x - x) = Ax, \quad (9)
\]

where \(x = (x_1, x_2, \ldots, x_N)^T\) is the vector of output, and \(W\) is given by Eq. (3). Therefore, for example, \(A\) with \(L = 1\) is written as

\[
A = \frac{1}{\tau} \begin{pmatrix}
\beta \alpha - 1 & -\beta & 0 & \cdots & 0 & \beta \\
\beta & \beta \alpha - 1 & -\beta & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
-\beta & 0 & \cdots & 0 & \beta & \beta \alpha - 1
\end{pmatrix}. \quad (10)
\]

\(x^T\) is the transpose of \(x\). Because \(A\) is a \(N \times N\) circulant matrix, it can be diagonalized easily [5],

\[
Z^* A Z = \frac{1}{\tau} \text{diag}(\lambda_0, \lambda_1, \ldots, \lambda_{N-1}), \quad (11)
\]
where eigenvalue \( \lambda_i \) \((i = 0, 1, \ldots, N - 1)\) is written as

\[
\lambda_i = \left[ \beta \alpha - 1 - 2 \beta i \sum_{j=1}^{L} \sin \left( \frac{2 \pi i j}{N} \right) \right],
\]

(12)

the unitary matrix \( Z = \{ z_{ij} \} \) \((i, j = 1, 2, \cdots, N)\) is defined by

\[
z_{ij} = \frac{1}{\sqrt{N}} \zeta^{(i-1)(j-1)}, \quad \zeta = \exp \left( \frac{2 \pi i}{N} \right),
\]

(13)

and \( Z^* \) is the conjugate transpose matrix of \( Z \).

### 3.2. Solution of the linear approximation

For the initial condition \( x(0) = P \in \mathbb{R}^N \), we can obtain the following unique solution [6]:

\[
x_i(t) = \frac{1}{\sqrt{N}} e^{\frac{1}{2}(\beta \alpha - 1)t} \left\{ P'_{0i} + (-1)^{i-1} P'_{N/2i} + 2 \sum_{s=1}^{[(N-1)/2]} |P'_s| \sin \left( \frac{2 \pi (i-1)s}{N} - \omega_s t + \phi_s \right) \right\}
\]

(14)

\[
\text{(If } N \text{ is odd, } P_{N/2} = 0. \text{)}
\]

where \( P' = Z' P, P'_s = X_{P'} + i Y_{P'} \) \(0 < j < N/2\), the phase \( \theta^*_s = 2 \pi (i-1) s/N \), and the angular frequency is defined by

\[
\omega_s = \frac{2 \pi \alpha}{N} \sum_{j=1}^{L} \sin \left( \frac{2 \pi s j}{N} \right).
\]

(15)

The solution obtained by using linear approximation is the superposition of \( M = [(N-1)/2] \) frequency components and some constant components.

Each frequency component of Eq. (14) is extremely similar to a sine type limit-cycle. However, the oscillation obtained from the linear approximation is multimodal although the actual oscillation with numerical simulation is unimodal like Eq. (5). This is because the activation function does not have nonlinearity in linear approximation. As reported in a next section, if the activation function \( \tanh(\beta u) \) is approximated by the function that has a nonlinear term, multi-mode oscillations are unstable.

### 4. Averaging method

We can analyze the effect of nonlinear characteristics in Eq. (1) by using the method of averaging [7]. If the activation function \( \tanh(\beta u) \) is approximated by the function up to the second term of Eq. (7), this function includes a nonlinear term. The first two terms of the Taylor expansion is

\[
x = f(x) = \beta u - \frac{2 \beta^3}{3!} u^3.
\]

(16)

Substituting Eq. (16) into Eq. (1), we have

\[
\frac{d}{dt} u = -u + W (\beta u - \frac{\beta^3}{3} u_c) = Au - \frac{\beta^3}{3} W u_c,
\]

(17)

where \( u_c = (u_1^3, u_2^3, \ldots, u_N^3)^T \).

Equation (17) reduces to

\[
\dot{v} = B' v - \epsilon g,
\]

(18)

where \( B' = P^{-1} A P, u = P v, \epsilon = \beta^3/3, \) and \( g = P^{-1} W u_c \). The matrix \( B' \) is

\[
\begin{align*}
\beta'_{1i} &= \alpha \beta - 1 \quad i = 1, \ldots, N, \\
\beta'_{2j+1} &= -\omega_j + j = 1, \ldots, M, \\
\beta'_{2j+2} &= \omega_j + j = 1, \ldots, M,
\end{align*}
\]

(19)

where \( \omega_j = 2 \beta \sum_{i=1}^{L} \sin \left( \frac{2 \pi i j}{N} \right) \) \(i = 1, \ldots, N, j = 1, \ldots, M\).

And the matrix \( P \) is defined by

\[
\left\{ \begin{array}{l}
p_{i1} = \sqrt{\frac{1}{N}}, p_{iN} = (-1)^{i-1} \sqrt{\frac{1}{N}} \quad (\text{if } N \text{ is even}) \\
p_{i2j} = -\sqrt{\frac{2}{N}} \sin \frac{2 \pi (i-1)}{N} \\
p_{i2j+1} = \sqrt{\frac{2}{N}} \cos \frac{2 \pi (i-1)}{N}
\end{array} \right.,
\]

(21)

where \( P^{-1} = P^T \) holds.

We suppose that \( \alpha \beta - 1 \) is as small as \( \epsilon \) in Eq. (18). Involving elements in the principal diagonal of \( B' \) in the term of \( \epsilon \), Eq. (18) is reduced to

\[
\dot{v} = D v - cf,
\]

(22)

where \( D = A - (\alpha \beta - 1) E, f = g - \frac{\alpha \beta - 1}{\epsilon} E v, \) \( E \) is the unit matrix.
With the condition that $\epsilon$ is small enough to assume that the nonlinearity of the system is weak, the averaging method can be applied to Eq. (22). If $\epsilon = 0$, the solutions of the equation are

$$
\begin{align*}
v_1 &= \rho_0 \\
v_{2j} &= \rho_j \cos \psi_j, & j = 1, 2, \ldots, M \\
v_{2j+1} &= \rho_j \sin \psi_j, & j = 1, 2, \ldots, M \\
v_\frac{N}{2} &= \rho_\frac{N}{2} \quad (\text{if } N \text{ is even})
\end{align*}
$$

(23)

where $\psi_j = \omega_j t + \theta_j$. $\rho_j$ and $\theta_j$ are constant values determined by an initial condition.

On the basis of Eq. (23) and the averaging method, the autonomous averaged equations are obtained by

$$
\begin{align*}
\dot{\rho}_0 &= -\epsilon \langle f_1 \rangle \\
\dot{\rho}_j &= -\epsilon \langle f_{2j+1} \sin \psi_j + f_{2j} \cos \psi_j \rangle \\
\dot{\rho}_\frac{N}{2} &= -\epsilon \langle f_N \rangle \quad (\text{if } N \text{ is even}) \\
\dot{\theta}_j &= -\epsilon \langle (f_{2j+1} \cos \psi_j - f_{2j} \sin \psi_j) / \rho_j \rangle,
\end{align*}
$$

where $\langle \rangle$ indicates

$$
(f(t)) = \lim_{T \to \infty} \frac{1}{T} \int_0^T f(t) dt.
$$

Equation (23) describes the behavior of the original system approximately. Calculating $f$, one obtains

$$
\begin{align*}
\dot{\rho}_0 &= -\epsilon \frac{\alpha \rho_0}{N} \left( \rho_0^2 + 3 \sum_{l=1}^{N/2} \rho_l^2 - \frac{\alpha \beta - 1}{\alpha} \frac{N}{\epsilon} \right) \\
\dot{\rho}_j &= -\epsilon \frac{\alpha \rho_j}{N} \left( \frac{3}{2} \rho_j^2 + 3 \sum_{l=0}^{N/2-1} \sum_{l \neq j} \rho_l^2 - \frac{\alpha \beta - 1}{\alpha} \frac{N}{\epsilon} \right) \\
\dot{\rho}_\frac{N}{2} &= -\epsilon \frac{\alpha \rho_{\frac{N}{2}}}{N} \left( \rho_{\frac{N}{2}}^2 + 3 \sum_{l=0}^{N/2-1} \sum_{l \neq \frac{N}{2}} \rho_l^2 - \frac{\alpha \beta - 1}{\alpha} \frac{N}{\epsilon} \right) \\
\dot{\theta}_j &= -\epsilon \frac{\omega_j}{\beta \epsilon N} \left( \frac{3}{2} \rho_j^2 + 3 \sum_{l=0,l \neq j} M \rho_l^2 \right)
\end{align*}
$$

(25)

The stability of a stationary states of oscillatory modes are determined by eigenvalues of the corresponding Jacobian. Estimating Jacobian for many fixed points of Eq. (25) numerically, we could not find stable multimode oscillations.

Stable amplitudes of unimodal oscillations are

$$
\begin{align*}
\rho_0 &= \sqrt{\frac{N}{\epsilon} \frac{\alpha \beta - 1}{\alpha}} \\
\rho_j &= \sqrt{\frac{2N}{3 \epsilon} \frac{\alpha \beta - 1}{\alpha}} \quad j = 1, 2, \ldots, M, \\
\rho_{\frac{N}{2}} &= \sqrt{\frac{N}{\epsilon} \frac{\alpha \beta - 1}{\alpha}} \quad (\text{if } N \text{ is even})
\end{align*}
$$

(27)

and corresponding frequency is $\omega_j / \alpha \beta$.

5. Conclusion

In this paper, we have analysed the effect of nonlinearity of the activation function on the oscillation of the network by using the averaging method. When the activation function $\tanh(\beta u)$ has been approximated by a linear function, i.e. the first term of Taylor expansion, the solution of oscillation has been the superposition of some frequency components. However, the actually oscillation with numerical simulation has been unimodal like Eq. (5). When the activation function $\tanh(\beta u)$ has included a nonlinear term, i.e. the second term of Taylor expansion, we show that multimode oscillations are unstable by using the averaging method. Therefore, we think that the dynamics affected by nonlinear characteristics extract the most major frequency from various components in the solution, obtained by linear approximation, Eq. (14).
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