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Abstract: In the modern microarchitecture, high accuracy of branch predictors is essential for improving the overall performance of the processors. With the emergence of the Perceptron-based predictors, prediction based on long global branch history becomes possible, and this advantage gives this type of strategies much potential in achieving extremely high prediction accuracy. This paper devises two methods to obtain further accuracy improvement through slight modifications on the original structure, and presents the analysis of the limitation of indexing function refinement on Perceptron-based branch predictor. The performance of the two methods and the limitation analysis are evaluated with the championship branch prediction framework.
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1. Introduction

Branch predictor is an essential component that enhances the instruction level parallelism in the modern processor architectures. With the trend towards deeper pipelines and wider instruction issue rates, the misprediction rate of the branch predictor becomes a critical factor which causes a significant degradation on the overall performance of the processors. Therefore, highly accurate branch prediction is very important to the modern microarchitectures. In recent years, Perceptron-based scheme [1] has been proposed and gives a brand new way to branch prediction. In contrast to the traditional counter-based mechanisms [7,8], Perceptron-based branch prediction not only adopts an intelligent neural network algorithm, but also reduces the memory requirement, which makes it possible to predict based on long history. These advantages make the Perceptron-based scheme promising in pursuing high accuracy [2].

This paper mainly focuses on exploiting the potential of the Perceptron-based branch predictors in accuracy improvement. First of all, some effective ways to enhance the performance of the predictors through modifying the Perceptron weight table are devised. Secondly, the limitation of some accuracy improvement methods on Perceptron-based scheme is clarified.

The remainder of this paper is organized as follows. Section 2 firstly describes the principle of the Perceptron-based Branch Predictor briefly. Then based on the original scheme, two methods called special weight and freshness partition are proposed respectively to yield higher prediction accuracy. Section 3 discusses the limitation of improving the performance of Perceptron-based branch predictor by refining the hash indexing function. Section 4 introduces the methodology of evaluation, and shows the simulation results of the accuracy improvement methods and the limitation analysis. And section 5 gives the conclusion of the paper finally.

2. Accuracy Improvement

2.1 Perceptron-based Branch Predictor

Perceptron-based branch predictors use a simple linear neuron called Perceptron to make the prediction. The principle of this type of branch predictors is illustrated in Figure 1. A Perceptron holds a vector of weights which are trained with a machine learning algorithm based on the prediction outcomes and global branch history. When a branch instruction flows into the pipeline, an index is generated with the branch address and a hash function to access the Perceptron weight table and fetch the corresponding weight vector. Then the dot product of the global branch history and the weight vector is calculated, and the sign of the result decides whether a branch shall be taken or untaken.

Figure 1. Principle of original perceptron-based branch predictor

When the actual outcome of a branch is decided, the training process is likely to be invoked. The outcome is compared with the global branch history bit by bit, and each corresponding weight value is updated according to the comparison. This training process makes the prediction more adaptable to both the branch address and the global branch history pattern.

Based on the original Perceptron-based branch prediction strategy, a variety of evolved schemes are proposed to get better performance. For example, [5] combines the path information and pattern history to make prediction, which results in improved accuracy; [6] obtains its extra accuracy by merging the path and GSHARE function to generate different index when accessing each weight of the Perceptron vector. Although those schemes
prove to be superior, they have not fully resolved the problems of the original Perceptron-based branch predictor. By considering other aspects of the matter, some new methods can be devised to improve the accuracy.

2.2 Special Weight

Through some statistical analysis of the runtime behavior of the original Perceptron-based branch predictor, we firstly notice that the predictor has the tendency to make wrong predictions on some extremely biased branches, whose outcomes hardly change throughout the whole execution process. These extremely biased branches widely exist in the infinite loops, assertions, exception handlers, and other places of the programs. Therefore, it is meaningful to exploit the prediction accuracy on those branches. This problem has been noticed in the research on counter-based branch predictors, and some approaches that adding flag bit to each branch address to decide whether the prediction is reliable or not have been proposed [9]. However, such aggressive approaches do not deliver a good solution to the Perceptron-based branch predictor. In order to make the Perceptron-based prediction more adaptable to those extremely biased branches, we propose a relatively conservative approach, which attaches a special weight which to some extent indicates the confidence to each Perceptron. This special weight keeps the difference of prediction success times and failure times of the Perceptron, constrained by an upper limitation in case of giving much negative influence on the common branches. When making the prediction, the predictor checks the sign of the dot product of the Perceptron weight vector and the global branch history. If the dot product is greater or equal to zero, the special weight will be added to the dot product; otherwise, the special weight will be subtracted from the dot product. This process, as is shown is Figure 2, can be regarded as a compensation to the calculation result. In this way, we can to some extent prevent the prediction distract from the right directions of the extremely biased branches.

2.3 Freshness Partition

The second modification is to divide the weights vector into two parts and attach different importance to those weights according to freshness of the history they are related to. Since the weights related to newer history usually have stronger impact on the decision, the devised scheme lets those weights have larger contribution to the Perceptron calculation result. To implement this idea, we need to set a partition standard value $N$, according to which the weights vector fetched out from the Perceptron weights table is divided into a newer group and an older group. Since the newer group of weights should be attached more importance, they are left-shifted by one bit, namely doubled, before the dot product calculation. On the other hand, older group of weights are directly used for the calculation without any pretreatment. The principle of the freshness partition method is illustrated in Figure 3.

In the original Perceptron-based branch predictor, the training threshold value is $\theta = 1.93^{14} n$, in which $n$ is the global branch history length. When misprediction occurs or the Perceptron calculation result is less than $\theta$, the training process will be invoked. With the use of the freshness partition method, since the calculation formula is changed, the threshold value $\theta$ should also been adjusted to adapt to the weights variation. As we suppose the history length is $n$ and the partition standard value is $N$, the $\theta$ should be linearly modified to

$$\theta = \frac{(1.93^{14} n + 14)(n + 1 + N)}{n + 1}$$

3. Limitation Analysis

Some research shows that using refined hash function to generate the index to the prediction table successfully improves the performance of the counter-based branch predictors [3]. In the Perceptron-based scheme, the destructive aliasing still causes performance degradation. We try to estimate how the hash function refinement affects the accuracy improvement of the Perceptron-based branch predictor, by eliminating some constraints of practical hardware implementation and modeling some ideal conditions in the simulation. As the on-chip memory space
is very limited in the hardware implementation, hash function is very important to utilize that space efficiently. However, in the software simulation, we can take advantage of the main memory of the computer to provide sufficient space for the Perceptron weights table. In this case, the branch addresses can be directly used as the indices without any hash function. Therefore, no destructive aliasing will exist in this ideal environment. This experiment will show how the destructive aliasing degrades the performance, and the limitation of improving the accuracy by minimizing the destructive aliasing.

4. Methodology and Result

4.1 Simulation Framework

The accuracy of the schemes we devised and the limitation of the indexing function refinement are evaluated with the championship branch prediction framework version 3 by Intel Corporation and IEEE TC-uARCH [4]. This is a trace-driven simulation framework, which contains trace data of 20 benchmarks. The 20 benchmarks are classified into 4 categories, including SPECfp, SPEClnt, multimedia, and server application programs. The performance is measured by the misprediction rates on these 20 benchmarks, in unit of misprediction per thousand instructions.

4.2 Evaluation of Accuracy Improvement

The branch predictors are modeled in C++ and embedded into the framework to do the simulation. We have written 4 types of predictors: an original Perceptron-based branch predictor, three revised predictors respectively based on special weight, weights freshness partition, and a combination of these 2 methods, each of which is in about 200 lines of C++ code. We evaluated the accuracy of the original Perceptron-based branch predictor as the evaluation baseline, and then modeled the proposed schemes with 16 bits and 32 bits history length respectively to measure the accuracy improvement. Different parameters like the upper limitation of the special weight and the freshness standard for the weight partition are adjusted in the simulation to seek for the optimal ones. The experimental results are shown in Figure 4 and Figure 5.

Figure 4 shows the misprediction rate comparison of original Perceptron-based branch predictor and our devised scheme. Figure 5 shows the misprediction rate reduction of the devised scheme comparing to the original Perceptron-based branch predictor.

Through the average improvement is slight, it does have a relatively strong effect on the server type benchmarks and achieve up to 3.85% improvement on that type of programs. In our statistical analysis, we found that the server type benchmarks have a relatively large portion of extremely biased branches. And after the modification, the failure rate of the predictions on those branches decreases obviously.

4.3 Evaluation of Accuracy Limitation

Based on the same simulation framework, the effect of the indexing function refinement is also evaluated. Firstly, a predictor with a common hash function, which computes the modulus of the 2-bit-right-shifted branch address and the Perceptron table size, is modeled. Then the ideal situation in which no aliasing exists is modeled to show accuracy improvement limitation of minimizing the destructive aliasing. Simulation result is shown in Figure 6, and it shows in the case of 32 bits history length, an ideal indexing function that causes no aliasing will reduce the misprediction rate by about 4.42% on average.
Figure 6. Comparison of the misprediction rates of the Perceptron-based branch predictors with and without prediction table aliasing (32 bits history length).

It is obvious that the server type benchmarks suffer most from the destructive prediction table aliasing, so that the indexing function refinement has the potential to reduce the misprediction rates of those programs by up to 22.45%. Notice that the result of MM-3 benchmark shows an unusual behavior that prediction without aliasing performs worse on the contrary. The reason might be that non-destructive aliasing, in which the branches with similar history patterns and the same directions share the same Perceptron vector, take a large portion of the overall aliasing in that benchmark. However, such situation does not widely exist, and the aliasing problem is destructive in most of the program so that it usually tarnishes the predictor performance, as illustrated in the experimental results.

5. Conclusion

In this paper, two methods are proposed to improve the accuracy of the original Perceptron-based branch predictor. A special weight is attached to each of the Perceptron weights vector to compensate the misprediction tendency on the extremely biased branches. Freshness partition lets the newer part of the weights vector give more contribution to the Perceptron, which makes the calculation more reasonable. The two methods prove to be effective in the simulation. On the other hand, the effect of the hash indexing function on the Perceptron-based branch predictor is estimated. The simulation shows the limitation of improving the accuracy by hash function refinement. In the future work, we will also evaluate other factors that have influence on the Perceptron-based branch predictor.

Acknowledgement

This work was partly supported in part by a grant of Knowledge Cluster Initiative implemented by Ministry of Education, Culture, Sports, Science and Technology (MEXT).