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Abstract—The modular network SOM (mnSOM) is a
generalization of Kohonen’s Self-Organizing Map (SOM)
in which each nodal unit is replaced by a function module
instead of a weight vector. The mnSOM has expanded the
application area of SOM from those involving vectorized
data to those dealing with more general classes of dataset
relevant to functions, systems, manifolds and so on. By
employing a recurrent neural network (RNN) as the func-
tion module, the mnSOM acquires an ability to deal with
dynamical systems. The RNN-module-mnSOM learns the
dynamics from a set of time series data in parallel with gen-
erating a feature map which describes the underlying mod-
els as well as their relationships. Thus, the mnSOM works
as systems identifier and systems classifier at the same
time. This paper overviews the mnSOM and then reports
application results to some linear- and nonlinear-dynamical
phenomena such as damped oscillation and chaotic behav-
ior of a neuron model.

1. Introduction

Difficulty of grouping and classifying a set of time-
developing phenomena is likely due to the fact that direct
comparisons between observed signal waveforms usually
provide only partial clues. A better classification requires
extraction of the essence underlying the dataset, i.e., iden-
tifying the dynamics in terms of mathematical models, and
comparing each other’s. In that sense, a good classifier of
time series data should be a good system identifier, and
this requirement is likely to make the task harder. On the
other hand, our brain has an excellent ability to feel both
resemblance and difference between time series. For ex-
ample, it is not difficult for us to feel a common feature of
Bach’s melodies even if the temporal changes of musical
notes look quite different, and there is no room to confuse
a Beatles’ melody. Such a dynamical information process-
ing might be one of key functions unique to our brain.

In this paper, an artificial neural network technology
called modular network Self-Organizing Map (mnSOM)
is introduced as an identifier and a classifier of dynamical
systems[1]. The mnSOM proposed by the present authors
is based on Kohonen’s Self-Organizing Map (SOM) which
transforms a set of data vectors from a higher-order space
to a lower-order one called ‘feature map’[2]. Such a map

Figure 1: The architecture of the mnSOM.

preserves the topology of data distribution in the original
space; therefore, SOM reduces the data dimension in such
a manner that it minimizes loss of the feature information.
Another advantage of SOM is that the learning is an unsu-
pervised one, which involves Hebbian learning as well as
competitive and cooperative interactions between its vector
units.

The mnSOM is a generalization of SOM in which each
vector unit is replaced by a function module such as a neu-
ral network. By choosing an appropriate function module
according to the task, the mnSOM deals with not merely
vector data but also deals with functions, systems and man-
ifolds. For example, by employing a multi-layer percep-
tron (MLP) as the function modules, the mnSOM learns
the input-output relations as a set of functions, and simulta-
neously the mnSOM generates the feature map represent-
ing them. In this sense, the mnSOM works as a SOM in
function space rather than vector space. If recurrent neu-
ral network modules are used, then the mnSOM learns the
underlying dynamics from time series dataset, and at the
same time it tells the topological relationships between the
dynamical systems on the feature map. Because of these
aspects, the mnSOM can be regarded both as a supervised
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system identifier and as an unsupervised system classifier.
Therefore, the mnSOM is expected to be a powerful tool for
classifying time developing phenomena in a manner simi-
lar to what our brain does.

2. Architecture and Algorithm of mnSOM

The architecture of the mnSOM is shown in Fig.1. The
mnSOM consists of an array of function modules on a lat-
tice. The lattice, whose dimension is usually one or two
for the sake of visualization, represents the coordinate of
the feature map. For applying the mnSOM to dynamical
systems, a recurrent neural network (RNN) such as the El-
man network is appropriate as the module type. Now let
us assume that there are M dynamical systems whose char-
acteristics are unknown. The first task of the mnSOM is
to identify the system dynamics from the observed input-
output time series data. Since one RNN module learns one
of the systems for its dynamics, the mnSOM which has N
modules (N > M) is expected to reconstruct all systems.
The second task is to map the M systems onto the feature
map. It means that if the i-th system and the i′-th system
have similar characteristics, then the RNN modules spe-
cialized to those two systems are located at near positions
on the lattice.

The algorithm of the mnSOM consists of four processes:
evaluative process, competitive process, cooperative pro-
cess, and adaptive process. Let us consider the case in
which {(xi(t), yi(t))} (i = 1 . . .M) is a set of observed input-
output signals of a dynamical system. In the evaluative
process, xi(t) is entered to all modules as the input, and the
corresponding outputs {ỹ(k)

i } are evaluated. Here, k denotes
the module number. In the competitive process, the module
which reproduces yi(t) best is decided as the tentative win-
ner for the i-th system. In the next cooperative process, the
learning rates of the modules are calculated by using the
neighborhood function. Usually, the winner and its neigh-
bor modules gain larger learning rates than other modules.
In the last adaptive process, all modules are trained by the
backpropagation learning as follows:

∆w(k) = −η
M∑

i=1
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i

∂E(k)
i
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Here, l(k)
i denotes the distance between the winner module

and the k-th module on the lattice. The preceding equa-
tion tells that the neighborhood function shrinks with the
calculation time T .

The architecture of the RNN modules, especially the def-
inition of input and output, should be designed carefully
depending on the target systems and the task. Usually, x(t)
is the input and y(t) is the desired output of the modules,
however, better results are expected in some cases when
both x(t) and y(t) are entered to the modules as the input
and ∆y(t) = y(t + 1) − y(t) is given to the target output.

3. Simulation Results

3.1. Application to Linear Damped Oscillatory Sys-
tems

The linear damped oscillatory systems described by the
following equation are considered.

Mÿ(t) + f ẏ(t) + ky(t) = x(t) (4)

While keeping the mass M = 1, thirteen different com-
bination of parameter values for the spring constant k
and the viscous friction rate f were considered, as shown
in Fig.2(a) together with the corresponding impulse re-
sponses. Nine out of thirteen systems (1–9) were used for
the training, while the remaining four systems (A–D) were
used for the test after training. These systems were driven
by the white-noise input x(t) as the external force, and the
corresponding outputs y(t) were observed. The data given
to the mnSOM modules were x(t) as the input and y(t) as
the target. Therefore, the mnSOM was not taught as to
what kind of impulse responses the systems had.

Fig.2(b) shows the simulation result. The curve depicted
in each box represents the impulse response acquired by the
corresponding module after the training. The dark and light
gray modules are the winner for the training and test data,
respectively. The topology in the parameter space (k, f ) of
Fig.2(a) is preserved on the map of Fig.2(b) for both train-
ing and test data. Moreover, the impulse response wave-
forms acquired by the modules changed continuously all
over the map. This fact means that the mnSOM network
not merely learned the nine training systems, but also cap-
tured the rest of ninety one systems which were not pre-
sented to the network at all. This suggests that the mnSOM
has powerful interpolation and generalization abilities.

3.2. Reconstructing the Bifurcation Diagram of Logis-
tic Map

In the case of linear-systems like damped oscillations,
the system dynamics and the output waveforms are contin-
uously altered in accordance with continuous shift of pa-
rameter values. As opposed to such linear situations, the
output waveforms of a nonlinear system may change dras-
tically at certain parameter values called bifurcation points.

232
332



k

f

(a)

(b)

Figure 2: (a) A family of damped oscillatory systems for
the simulation. (b) The feature map showing the impulse
responses acquired by the mnSOM after the training.

To examine what happens to the mnSOM in such nonlin-
ear cases, the discrete time series produced by the logistic
map were considered. The relevant equation is described
as follows:

xn+1 = −ax2
n + a − 1. (5)

By changing the parameter a in the range of 1 < a < 2, the
characteristic of {xn} alters from a stable point to a chaotic
state via periodical oscillation. The purpose of this simu-
lation is to ‘discover’ such bifurcation structure by training
the mnSOM. By giving several sets of time series whose
values for a are different but are not told to the network, the
mnSOM is expected (i) to identify the systems dynamics,
(ii) to sort the all time series in the order of the parameter
values, and (iii) to discover the waveforms of intermediate
parameter values by interpolating between the values used
for the training.

The Fig.3(a) shows the various time series generated by
the logistic map with the value of parameter a ranging from
1.6 to 1.9. Five out of them (surrounded by thick frames)
were given to the mnSOM as the training data. In this sim-
ulation, one dimensional feature map (N = 16) was used.
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Figure 3: (a) Waveforms generated by the logistic map.
Thick boxes for the training data. (b) Reproduced wave-
forms and the feature map generated by the mnSOM. Thick
boxes for the winners of the training data.

After the training, the modules were made to generate time
series auto-regressively by giving the initial value x0. Thus,
sixteen reproduced waveforms were obtained as presented
in Fig.3(b). Modules of 1–4 are the winners for the corre-
sponding training data of Fig.3(a). The mnSOM succeeded
both in identifying and in sorting the systems in accordance
with the order of the parameter values. Moreover, the mn-
SOM created the waveforms of intermediate parameter val-
ues not used for the training. In this respect, the feature
map generated by the mnSOM can be regarded as an ap-
proximation of the bifurcation diagram.

3.3. Mapping the Parameter Space of the BVP Neuron
Model

Finally, the BVP neuron model is considered. The dif-
ferential equations are described as follows:

ẋ = c

(
x − x3

3
+ y − Az

)
(6)

ẏ = − x + by − a
c

(7)

Here, x(t) represents the membrane potential and y(t)
means the refractoriness. The model was driven by a pe-
riodical pulse train z(t), whose value was 0 or 1 according
to a pulse was absent or present at time t. The intrinsic pa-
rameters a, b, c were set to be 0.7, 0.8 and 3.0, respectively.
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Figure 4: Waveforms produced by the BVP model with
various pulse amplitudes.

In this simulation, the period and the duration of the input
pulse were fixed at 10.0 and 0.3 respectively, whereas the
pulse amplitude A was changed in order to generate vari-
ous waveforms[3]. Fig.4 shows five waveforms of the BVP
models generated by the parameter A = 0.7, 0.8, 1.5, 2.0
and 2.3, which were given to the mnSOM as the training
data.

To learn the dynamics of the BVP model, the Elman type
RNN was employed as the function modules of the mn-
SOM. Here, the inputs to the mnSOM were the membrane
potential x(t) and the pulse input z(t), whereas the target
output was ∆x(t) = x(t+∆t)−x(t). Since z(t) was 0 or 1, the
amplitude parameter A was hidden from the mnSOM. The
refractoriness y(t) was neither given to the network, there-
fore, the mnSOM should recreate the hidden variable y(t)
within the feedback units. The map was one-dimensional
as in the case of the logistic map (N = 10).

The Fig.5 shows the feature map generated by the mn-
SOM together with the waveforms ∆x(t) reproduced by the
modules. The mnSOM learned the dynamics of the BVP
model correctly. At the same time, the mnSOM arranged
the map in the order of values of the hidden parameter A.

4. Conclusion

The mnSOM consistently showed high abilities which
can be summarized as follows: (i) The mnSOM is a parallel
system identifier. It learns the dynamics of multi-systems
simultaneously, including the case where the systems have
hidden variables. (ii) The mnSOM is a hidden parame-
ter finder. The mnSOM arranges the systems on the fea-
ture map in the order of hidden parameters. (iii) The mn-
SOM is a system interpolator. The mnSOM discovers in-
termediate systems between the trained ones, in the sense

A=0.7

A=0.8

A=1.5

A=2.0

A=2.3

Figure 5: The feature map of BVP models acquired by the
mnSOM. The waveforms on the left side are the training
data.

of interpolating hidden parameters. The mnSOM is not a
simple interpolator of waveforms. It extracts the essence
of time series, i.e., underlying dynamics, finds out hidden
variables and parameters, and shows the relationships on
the map between unknown systems being discovered. Ex-
amining these abilities for real nonlinear systems remains
to be made.
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