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Abstract—This paper proposes a new lossless im-
age coding technique based on separable 2D lifting us-
ing discrete-time cellular neural networks (DT-CNN).
The main feature of the lifting scheme is that it pro-
vides a spatial domain interpolation of the transform,
as opposed to the conventional construction based on
a frequency domain. The advantage of our method is
that the nonlinear output function of the DT-CNN is
exploited to optimize the image interpolation consid-
ering the quantization error. The simulation results
show a better coding performance as compared with
the conventional methods.

1. Introduction

The discrete-time cellular neural networks (DT-
CNN) [1] has been applied to many image process-
ing applications such as image compression. In [2],
the nonlinear interpolative dynamics by feedback A-
template of the DT-CNN were used for image com-
pression, and the DT-CNN dynamics were introduced
to solve the optimal problem by minimizing its Lya-
punov’s energy function. For lack of the multi resolu-
tion analysis, however, the better coding performance
was not obtained. In this paper, we propose the multi
resolution interpolation based on the lifting scheme us-
ing the DT-CNN to obtain the better lossless image
coding efficiency.

The lifting scheme [3] is a very general and highly
flexible method for constructing biorthogonal wavelets
and also provides reversible wavelet transforms for
lossless image compression. It provides a spatial do-
main interpolation of the transform and it can be ex-
panded into hierarchical structure easily. The perfor-
mance of the lifting scheme depends on the ability of
the filters to interpolate the images. In lossless im-
age coding based on the conventional lifting scheme
using the linear filters, the degradations are caused
by the use of the integer wavelet transform instead

of the discrete wavelet transform. For efficient inter-
polation, the quantization noises propagated by the
rounding operations should be considered. In our pro-
posed method, the nonlinear output function of the
DT-CNN is exploited to optimize the image interpo-
lation considering the quantization error.

2. Separable 2D Lifting

The lifting scheme is one of popular image coding
methods which include the progressive transmission
property. Figure 1(a) shows a typical lifting stage
which is comprised of three steps: Split, Predict, and
Update. In the first step, the original signal x[n] is
divided into its even polyphase component xe[n] and
odd polyphase component xo[n]. In the case of the im-
age decomposition, two types of the split process are
selected depending on the application of the vertical
and horizontal direction, alternatively. In the verti-
cal split step, the signal is divided into the even row
coefficients xe1[n] and the odd row coefficients xo1[n]
(Figure 2(a)). In the horizontal split step, the signal
is divided into the even column coefficients xe2[n] and
the odd column coefficients xo2[n] (Figure 2(b)). Gen-
erally, the even and odd polyphase components are
highly correlated. In the second step, we predict xo[n]
with a linear combination of neighboring xe[n], and
the prediction residuals d[n] is generated,

d[n] = xo[n] − �P (xe[n])�, (1)

where P (xe[n]) indicates a linear combination of neigh-
boring xe[n], and � � is the round-off operator. In the
third step, we update xe[n] with a linear combination
of d[n],

c[n] = xe[n] + �U(d[n])�, (2)

where U(d[n]) indicates a linear combination of neigh-
boring d[n]. By applying these three processes to
c[n] repeatedly, multi-resolution analysis is performed.
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The lifting decomposition formulas (1) and (2) are in-
vertible and the inverse is given by

xe[n] = c[n] − �U(d[n])�, (3)

xo[n] = d[n] + �P (xe[n])�. (4)

These are called reconstruction formulas. Figure 1(b)
shows a reconstruction lifting stage.

Figure 3 shows the band-splitting characteristic of
the separable 2D lifting, which is similar to that of the
wavelet transform based on a frequency domain.
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Figure 1: Lifting stages: (a) Decomposition and (b)
Reconstruction.
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Figure 2: Split steps: (a) Vertical split and (b) Hori-
zontal split.
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Figure 3: Band-splitting characteristic of separable 2D
lifting.

3. Separable 2D Lifting using Two-Layered
DT-CNN

3.1. DT-CNN

The block diagram in Figure 4 shows the DT-CNN.
The state equation of the DT-CNN is described in ma-
trix form as

xn+1 = Af(xn) + Bu + T, (5)
yn+1 = f(xn+1), (6)

where u is an input vector, y is an output vector, x
is a state variable, f() is a multilevel quantizing func-
tion, T is a constant vector, and A and B are feedback
and feed-forward template matrices respectively. The
output function f() corresponds to the rounding oper-
ation for the lifting scheme. The output function plays
an important role that the interpolation is optimized
considering the nonlinearity caused by the quantiza-
tion noises. The Lyapunov’s energy function Et of the
DT-CNN is defined by

Et = −1
2
yt(A − ξI)y − ytBu − Tty, (7)

where ξ is a positive constant value to determine the
quantization region. It is proved that the Lyapunov’s
energy function is a monotone decreasing function if
the A matrix is symmetric and its diagonal elements
are larger than 0. In order to obtain the high accuracy
prediction of the odd polyphase image, it is necessary
that the even polyphase image can be reconstructed
based on the distortion defined by

dist(y, u) =
∣∣∣
∣∣∣1
2
yt(Gy − u)

∣∣∣
∣∣∣, (8)

where G is a Gaussian filter. This distortion means
that not only output value ||y|| but also the difference
||Gy − u|| between the interpolative predicted image
and the input even polyphase image should be small.
By the comparison between (7) and (8), the template
and the parameter of the first layer DT-CNN equations
can be determined.
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Figure 4: Block diagram of DT-CNN.

3.2. Lifting Scheme using Two-Layered DT-
CNN

As shown in Figure 5, the even polyphase image is
set to the input of the cell and the equilibrium out-
put ye

ij is obtained after the transition of the network.
The template of the first layer DT-CNN equations are
determined as

A = A(i, j; k, l), C(k, l) ∈ Nr(i, j) (9)

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−(1 + λ)
if k = i and l = j,

− 1
2πσ2

exp
(
−{(k − i)2 + (l − j)2}d2

m

2σ2

)

otherwise,

B = B(i, j; k, l), C(k, l) ∈ Nr(i, j) (10)

=
{

1 if k = i and l = j ,
0 otherwise,

T = 0, (11)

where Nr(i, j) is the r-neighborhood of cell C(i, j) as
Nr(i, j) = {C(k, l)|max{|k−i|, |l−j|} ≤ r}, λ is a reg-
ularization parameter, σ is the standard derivative of
the Gaussian function, and dm is a sampling interval.

Next, the output ye
ij of the first layer DT-CNN be-

comes the input of the second layer DT-CNN which
has no dynamics. In the second layer DT-CNN, the
predicted value ŷij of the odd polyphase image is ac-
quired from the B̂ template which is obtained by ex-
tending A template of the first layer DT-CNN spatially
(Figure 6).

ŷij =
∑

ykl∈N ′
r(i,j)

B̂(i, j; k, l)ye
ij . (12)

At the odd stages, the B̂ template which is obtained
by extending A template vertically is used,

B̂(i, j; k, l)=
1

2πσ2
exp

(
− ((k − 0.5)dm − i)2 + (l − j)2

2σ2

)
,

N ′
r(i, j)={C(k, l)| |(k − 0.5)dm − i| ≤ rdm, |l − j| ≤ r},

(13)

and at the even stages, the B̂ template which is ob-
tained by extending A template horizontally is used,

B̂(i, j; k, l)=
1

2πσ2
exp

(
− (k − i)2 + ((l − 0.5)dm − j)2

2σ2

)
,

N ′
r(i, j)={C(k, l)| |k − i| ≤ r, |(l − 0.5)dm − j| ≤ rdm}.

(14)
The block diagram of the lossless coding system

based on the lifting scheme using DT-CNN interpo-
lation is shown in Figure 7. At the split stage, the
original image u1 is divided into even polyphase com-
ponents ue1 and odd polyphase components uo1. The
prediction for each uon is designed by the two-layered
DT-CNN. Then we obtain the prediction residual en,
which is transmitted to the decoder. In the encoder,
these lifting processes using the DT-CNN are applied
to the even polyphase image iteratively. In the de-
coder, the same processes are applied, and the recon-
struction image is gradually improved by adding the
difference image to the interpolated components.

Output of cell 

Template

Input of cell 

Figure 5: First layer DT-CNN.

Interpolated pixel 

Template

Output of cell

Figure 6: Second layer DT-CNN.

4. Simulation Results

We implemented the coder and decoder of our pro-
posed lossless coding algorithm based on the lifting
scheme using the DT-CNN. We present the results of
our algorithm, using the following gray-scale standard
test images: “ Lena”,“ Aerial”,“ Boat”,“ Bar-
bara.”A size of all test images is 512×512. According
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Figure 7: Proposed lossless image coding system.

to the simulations, the coding factor is decided as fol-
lows; the depth of the lifting L=4, the r-neighborhood
is 2, the regularization parameter λ = -1 and the stan-
dard deviation of Gaussian σ = 0.5. Moreover, in con-
sideration of the influence of the quantization error
propagated by the rounding operations, the horizon-
tal interpolation is applied to only the divided even
components. The band splitting characteristic of this
case is shown in Figure 8. In order to evaluate the
performance of filters, it is necessary to compare each
method under the same band-splitting characteristic.
The performance of the proposed method was com-
pared with the separable 2D lifting method using Le
Gall 5-tap/3-tap filter and S+P transform [4]. Table
1 shows the energy of the difference images for each
level, and Table 2 shows the entropy of the encoded
image. The simulation results show that our method
has a better coding performance compared with the
conventional methods.

5. Conclusion

The lossless image coding based on separable 2D lift-
ing using DT-CNN has been proposed. In our method,
the optimal interpolation considering the round-off op-
erator in the lifting scheme was realized by introducing
the two-layered DT-CNN. The simulation results show
that our method had good coding performance com-
pared with the conventional methods. In the future,
we will develop the optimal update process for accu-
rate interpolation and implement our system in the
hardware to accelerate the conversion of the DT-CNN.
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Figure 8: Band splitting characteristic of our method.

Table 1: Energy of the difference images for each level.
Image method 1Level 2Level 3Level 4Level
Lena Proposed 26.79 109.7 287.7 503.3

5/3 28.11 131.0 394.5 693.5
Aerial Proposed 127.4 495.2 1034 1563

5/3 119.2 564.9 1273 1755
Boat Proposed 69.25 220.2 486.5 787.0

5/3 77.70 223.9 497.2 630.7
Barbara Proposed 190.2 533.5 722.7 916.7

5/3 212.5 586.0 692.8 969.0

Table 2: Entropy of the encoded image (bit/pixel).
Image Lena Aerial Boat Barbara

Proposed 4.47 5.41 5.11 5.31
5/3 4.50 5.44 5.15 5.35
S+P 4.50 5.54 5.12 5.31
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