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Abstract—The Rijndael block cipher, the winner of the
Advanced Encryption Standard competition, is analyzed
as a discrete time, discrete phase-space dynamical system.
We compute its discrete Lyapunov exponent as well as
the discrete Lyapunov exponents of theByteSub, ShiftRow
and MixColumn transformations, which are the main in-
gredients of the Rijndael block cipher. Our work shows
that strong chaos-based cryptographic algorithms should
be formed by repeated products of two simple transforma-
tions: one having perfect nonlinearity (and smaller value
of discrete Lyapunov exponent) and one having the largest
possible value of the discrete Lyapunov exponent (and be-
ing almost linear function).

1. Introduction

The research on network security has considerably
grown in the last decade. There is a need for using cryp-
tographic tools (algorithms, protocols, etc.) in order to en-
sure privacy in data transfer among users. Recently, new
cryptographic techniques based onchaos theoryhave been
developed [1, 2, 3, 4, 5, 6]. In this paper we use chaos
theory in the analysis of asymptotic behavior of known
encrypting algorithms originally designed without chaotic
techniques. Mixing, and therefore chaotic, systems are pro-
posed in cryptography by C. E. Shannon in [7].

Chaotic systems, when implemented on finite-state ma-
chines (digital computers), are, in fact, discrete-time dy-
namical systems acting on discrete phase-space. Owing
to the discreteness, any dynamical trajectory in computer
becomes eventually periodic, the effect well known in the
theory and practice of pseudo-random number generators.
The periodic approximations in dynamical systems are also
considered in the ergodic theory [8], apparently without
any relation to pseudo-chaos.

Recently, we have proposed a definition of finite-space
(or discrete) Lyapunov exponent [9, 10]. It measures lo-
cal (between neighboring points) average spreading of the
discrete-time dynamical system. LetM be a cardinality of
the discrete phase-space. We have also suggested a defi-
nition of pseudo-chaos in terms of finite-space Lyapunov

Figure 1: Diagram of Rijndael round.

exponent in a similar way as for continuous systems: the
system is said to be pseudo-chaotic if its finite-space Lya-
punov exponent approaches a positive number (or+∞),
whenM → ∞.

In this paper we calculate discrete Lyapunov exponent
for the Rijndael block cipher. In the following we give first
a brief review of Rijndael block cipher. Then we analyze
it as a dynamical system, and compute its Lyapunov ex-
ponent. Finally, we discuss possible applications of our
approach for designing chaos-based encryption schemes.

2. Brief review of Rijndael

The Rijndael [11, 12] cipher was the winner of the AES
competition and was designed by the researchers from Bel-
gium. The cipher works for three block sizes: 128, 192,
and 256 bits. Rijndael applies the Shannon product cipher
concept and is not based on the Feistel structure. Crypto-
graphic operations are based on arithmetic inGF(28). In
the following we assume that the block length is 128 bits.
Figure 1 shows the structure of the Rijndael round.

The cipher applies the following transformations:

• ByteSubTransformation – an input block with 16
bytes is subject to a byte-by-byte transformation us-
ing theS-box.

• ShiftRowTransformation – the bytes of the input are
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arranged into four rows and every row is rotated a
fixed number of positions.

• MixColumnTransformation – the bytes of the input
are arranged into four rows and every column is trans-
formed using polynomial multiplication overGF(28).

• AddRoundKey– the input block is XOR-ed with the
round key.

3. Discrete Lyapunov exponent

Let us consider a map

FM : {0,1 . . . ,M − 1} → {0,1 . . . ,M − 1} . (1)

We assume that the mapFM is 1 : 1 and onto (bijection).
Clearly, all trajectories ofFM are periodic; letα j be a peri-
odic orbit ofFM with periodT j . SinceFM is a bijection, it
follows that∪ jα j = {0,1 . . . ,M − 1} and

∑
j T j = M.

We define discrete Lyapunov exponent of the mapFM as

λFM =
1
M


M−2∑

i=0

ln | FM(i + 1)− FM(i) |
 + (2)

1
M

ln | FM(M − 2)− FM(M − 1) |, (3)

where the distance between two elements of the set
{0,1 . . . ,M − 1} is the Euclidean distance between two in-
tegersdi =| FM(i + 1) − FM(i) |. We say thati ± 1 are
neighboring points ofi. In the above equation all terms
measure the divergence of two trajectories evolving in one
iteration from two “slightly” different initial conditions: an
initial point i and its neighbori+1. Note that in the last term
the neighbor ofM − 1 is the pointM − 2. Moreover, if we
formally write FM(M) ≡ FM(M − 2) the last equation can
be rewritten in more compact form in the following way:

λFM =
1
M

M−1∑

i=0

ln | FM(i + 1)− FM(i) | . (4)

Thus, the Lyapunov exponent measures average spreading
of the mapFM.

Let

α j = {a( j)
0 ,a

( j)
1 = FM(a( j)

0 ), . . .a( j)
T j−1 = FM(a( j)

T j−2)}
be a periodic orbit with periodT j ; in another words let

a( j)
0 , a( j)

1 , . . . , a( j)
T j−1 andF

T j

M (a( j)
0 ) = a( j)

0 . We define
the Lyapunov exponent of the mapFM for the periodic or-
bit α j as

λ(FM ,α j ) =
1
T j

T j−1∑

k=0

ln | FM(a( j)
k + 1)− FM(a( j)

k ) | . (5)

Observe that the Lyapunov exponent of the mapFM can
also be rewritten as a weighted sum of the Lyapunov expo-
nents of all periodic orbits:

λFM =
∑

j

T j

M
λ(FM ,α j ). (6)

Clearly, 0≤ λFM ≤ ln(M−1). The map with null Lyapunov
exponent isFM(x) = x for eachx ∈ {0,1, . . . ,M − 1}. The
set of all different mapsFM can be divided into equivalent
classes, each class having same Lyapunov exponent.

We justify our definition of discrete Lyapunov exponent
by showing that, for large classes of chaotic maps, the cor-
responding finite-space Lyapunov exponent approaches the
Lyapunov exponent of a chaotic map whenM → ∞. The
proof of this theorem can be found in [9].

Example 3.1 The mapsF(i)
M defined as

F(i)
M (x) =



x i f 0 ≤ x ≤ i,
i + 3 i f x = i + 1,
i + 1 i f x = i + 2,
i + 2 i f x = i + 3,
x i f x ≥ i + 4,

(7)

have, for eachi = 0,1, . . .M−5, same Lyapunov exponent:
λ(1)

FM
= ln 2/M.

Example 3.2 Let M = 2m be an even number. We define
PM as

PM(x) =

{
m+ k if x = 2k,
k if x = 2k + 1,

(8)

wherek = 0,1, . . .m− 1. The Lyapunov exponent of this
map is equal to

λPM =
m+ 1
2m

ln m+
m− 1
2m

ln(m+ 1).

The importance of this example is given by the following
theorem, which is proven in [10].

Theorem 3.3 For any permutation FM of the set
{0,1, . . . ,M − 1} we haveλFM ≤ λPM .

Example 3.4 Let M = 2m. We defineQM as

QM(x) =

{
k if x = 2k,
M − 1− k if x = 2k + 1,

(9)

wherek = 0,1, . . .m− 1. The Lyapunov exponent of this
map is equal to

λQM =
1
M

ln(M − 1)!.

We adopt the following definition of perfect nonlinearity
(note that our definition is weaker than the usual one):FM

has a perfect nonlinearity if differences|FM(i + 1)− FM(i)|,
i = 0,1, . . . ,M − 2 take all possible values 1,2, . . . ,M − 1.
This example shows the existence of maps with perfect
nonlinearity. For givenM, there areM − 1 classes of maps
with perfect nonlinearity. For the discrete Lyapunov expo-
nents of these classes, one has:

λ(k)
FM

=
1
M

[ln(M − 1)! + ln k],

wherek = 1,2, . . .M − 1. Note also that the permuta-
tion PM, which has the maximum Lyapunov exponent, has
very weak nonlinear properties: the differences|FM(i +1)−
FM(i)| take only two different values.
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4. Rijndael as a dynamical system

Theory of dynamical systems aims to understand the
asymptotic behavior of an iterative process. In another
words, given a mapf : X 7→ X and x ∈ X, the theory
hopes to understand the behavior of the set of the points
{x, f (x), f ( f (x)), . . .}, called a trajectory ofx.

By the assumption that plaintextX and cryptogamY be-
long to the same domain, a block encryption algorithms can
be written in form of transformationsEZ:

Y = EZ(X), (10)

where plaintextX, cryptogramY and secret keyZ are (ar-
ray of) sequences of letters in finite alphabetsLX,LY,LZ,
respectively, which are not necessarily equal to each other.
WhenLX = LY, as for Rijndael algorithm, it is meaningful
to iterate the mapEZ on a given starting plaintextX and to
consider the trajectory{X,EZ(X),EZ(EZ(X)), . . .}.

Rijndael works on 16 byte-blocks, and each byte
is independently transformed with respect to the other
blocks. Then the phase space is substantially the space
{0, . . . ,255}16.

5. Discrete Lyapunov exponent of Rijndael dynamical
system

In this section we consider the Rijndael algorithm as an
iterative process, and compute its discrete Lyapunov expo-
nent.

5.1. ByteSubtransformation

A nonlinear transformation is essential part of every
strong encryption algorithm. Nonlinear transformations are
often implemented as lookup tables or S-boxes. A S-box
with p input bits andq output bits is denoted withp→ q.
The DES uses eight different 6→ 4 S-boxes. Byte level
S-boxes (8→ 8) are suited for software implementation on
8-bit processors.

ByteSubtransformationS(x) in the Rijndael algorithm is
a byte-level S-box (8→ 8) defined in the following way:

S(x) =



10001111
11000111
11100011
11110001
11111000
01111100
00111110
00011111



x−1 +



1
1
0
0
0
1
1
0



,

where x−1 ∈ GF(28) is the multiplicative inverse ofx if
x , 0 or zero ifx = 0.

Let f : L → L, L = {0,1, . . . ,255} be theByteSubtrans-
formation of the Rijndael algorithm. We have computed
the discrete Lyapunov exponent of the map to beλ f = 4.01.
The discrete Lyapunov exponent ofByteSubtransformation

is slightly smaller that the corresponding value for the map
with perfect nonlinearity andM = 256: λQM = 4.54. The
reason for this is that our definition of perfect nonlinear-
ity is somewhere weaker that one commonly accepted in
cryptography. Nevertheless, the role of theByteSubtrans-
formation in the Rijndael algorithm, similarly to any strong
nonlinear transformation, is to mix in a nonlinear way the
input information.

5.2. ShiftRowpermutation

Let a0,0, . . . , a0,3, . . .a3,0, . . . , a3,3 be 16 bytes (128 bits)
of the the Rijndael algorithm. TheShiftRowpermutation
takes the input

a0 = (a0,0,a0,1,a0,2,a0,3)

a1 = (a1,0,a1,1,a1,2,a1,3)

a2 = (a2,0,a2,1,a2,2,a2,3)

a3 = (a3,0,a3,1,a3,2,a3,3)

and returnsai >>> Ci , i = 0,1,2,3, wherea >>> C is the
rotation of the sequencea of bytes to the right byC bytes.
The values ofCi areCi = i, i = 0,1,2,3.

Rijndael works on 16 byte-blocks, and each byte is in-
dependently transformed with respect to the other blocks
using theByteSubtransformation. The role of theShiftRow
permutation is just to permute all 16 bytes: it does not play
role of a nonlinear map or a map with the maximum Lya-
punov exponent, which measures the spreading factor. We
have computed the Lyapunov exponent of theShiftRowper-
mutation to be 0.93, which is substantially smaller than the
maximum one (forM = 16) 2.13. Note also that the differ-
ences|FM(i+1)−FM(i)| for this map take only two different
values: 3 and 13, again showing its weak nonlinear proper-
ties.

5.3. MixColumn transformation

In the Rijndael algorithm theMixColumn transforma-
tion is a transformation, which for given 4 input elements
(bytes) outputs 4 elements (bytes), and can be represented
by the following relation:

[yi ]4×1 = [ci, j ]4×4[x j ]4×1,

where the matrixC = [ci, j ]4×4 is chosen to be aMixColumn
matrix, and addition and multiplication are defined over a
finite field. For the Rijndael algorithm theMixColumnma-
trix, using hexadecimal representation of the matrix ele-
ments, is defined as

C =



02 03 01 01
01 01 03 01
01 01 02 03
03 01 01 02


.

Multiplication in GF(28) is defined as multiplication of
binary polynomials modulo an irreducible binary polyno-
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mial m(x) of degree 8. For Rijndael, this polynomial is

m(x) = x8 + x4 + x3 + x + 1

or ′11B′ in hexadecimal representation (′1 0001 1011′ bi-
nary).

The role of MixColumn transformation is to ensure
largest possible spreading factor, and therefore should have
maximum discrete Lyapunov exponent. This is indeed the
case: we have found the Lyapunov exponent of theMixCol-
umn transformation to be 21.49. Note that this map does
not have strong nonlinear properties.

5.4. Discrete Lyapunov exponent of Rijndael

In addition to the analysis of the single transformations,
the behavior of the whole Rijndael cipher has been studied.

We consider 16 bytes as a single block of length 128,
which is represented as an integer. The computation of the
Lyapunov exponent has been performed on 7000 iterations
of the Rijndael map obtaining 87.04 as Lyapunov exponent
value. The maximum value discrete Lyapunov exponents
may have among all maps withM = 2128 is 88.72.

6. Conclusions

In this work we have studied discrete Lyapunov expo-
nent of the Rijndael block-cipher views as a dynamical
system. We have computed its discrete Lyapunov expo-
nent as well as the discrete Lyapunov exponent of theByte-
Sub, ShiftRowandMixColumntransformations. Our work
indicated that strong chaos-based cryptographic algorithm
should be formed by repeated products of two simple trans-
formations: one having perfect nonlinearity (and smaller
value of discrete Lyapunov exponent) and one having the
largest possible value of the discrete Lyapunov exponent
(and being almost linear function). Two questions which
will be a subject of our future study are: what are the im-
plications of our results to the Rijndael block-cipher and
how to extend our results to the case of truly chaotic maps
defined on the continuous phase space?
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