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Abstract—In order to decode sigma-delta modulated
sequences, linear filters with nearly rectangular passband
characteristic are used in most applications. But they do
not achieve optimal performance.

In this paper we propose a method to calculate the opti-
mal coefficients of a finite impulse response (FIR) filter for
sigma-delta modulators with bandlimited input signals. We
will also show that it is appropriate for the filter design to
model the nonlinear quantizer by an additive noise source.
The results will be verified by simulations.

1. Introduction

Sigma-delta modulators (Σ∆M) use oversampling to-
gether with noise shaping to achieve high signal to quanti-
zation noise ratios (SQNR). In order to obtain a robust and
simple analog circuit Σ∆Ms apply a low resolution quan-
tizer with often just one bit. Thus the modulator output is a
high rate low resolution signal. It has to be converted back
into a high resolution signal with a lower sampling rate.
This is the task of the decoder.

The overall system of modulator and decoder is depicted
in Fig. 1. The modulator can be considered as a coder gen-
erating a coded sequence y from the input sequence x. x̃ is
the output of the decoder and should approximate x as close
as possible. The quality of this approximation is character-
ized by the signal to quantization noise ratio (SQNR)

SQNR =
E

{

x2(k)
}

E
{

(x(k) − x̃(k))2
} , (1)

which is to be maximized. This is equivalent to minimizing
the mean squared error (MSE)

min
x̃(k)

(MSE) = min
x̃(k)

(

E
{

(x(k) − x̃(k))2
})

. (2)

In this paper we use linear finite impulse response (FIR)
filters for the decoder part. They have a low complexity
and a linear phase. There already exist methods to find the
optimal filter coefficients for constant input signals [1–3].
In this paper we present a method to compute the optimal
filter coefficients for bandlimited input signals.

This work was supported by the Deutsche Forschungsgemeinschaft
(Project: SFB 358/E1)

DecoderΣ∆Μ

PSfrag replacements

y
x x̃

Fig. 1: Analog to digital converter employing a Σ∆M (mod-
ulator and decoder)
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Fig. 2: SMI structure

Most literature on filter design for Σ∆Ms [4] deals with
the implementation of the filter, e. g. how many stages of
filters are used and how these stages have to be designed
to approximate a rectangular passband characteristic. Here
we are interested in the optimal filter coefficients, if a linear
finite impulse response (FIR) filter is used. How this filter
is implemented and in how many stages will be part of the
future work.

First the system equations will be derived. The param-
eters of the input signal and the quantization noise are as-
sumed to be uncorrelated random variables. This makes it
possible to find an equation for the MSE leading to a linear
minimization problem. Thus the optimal filter coefficients
can be calculated. In the results section our assumptions
will be verified and the SQNR performance of our filter is
presented.

2. Optimal FIR Filter and its SQNR

A simple first order modulator can be represented by the
single module integrator (SMI) structure as displayed in
Fig. 2. The modulator input at time instance k is x(k). q(k)
is the output of the one bit quantizer, z(k) is the modulator
state and e(k) is the quantization error. The initial state is
z(1) = z0. The quantizer function is

q =

{

−1 ; v < 0
+1 ; v ≥ 0

= sgn(v) . (3)
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Fig. 3: Second order MASH structure

The state equation of the SMI structure is

z(k + 1) = −e(k) = z(k) + x(k) − sgn(z(k) + x(k)) . (4)

The output equation is

y(k) = q(k) = sgn(z(k) + x(k)) . (5)

These equations yield the output of the SMI-structure to be

y(k) = x(k) + e(k) − e(k − 1) . (6)

Eq. (6) can be modified for any modulator type, e. g. cas-
cades of SMI structures or multiloop modulators. Here we
focus on the so called multi stage noise shaping (MASH)
structure consisting of cascaded SMI structures. They are
connected in a way to cancel out the quantization errors of
all but the last SMI structure. A second order MASH struc-
ture is shown exemplarily in Fig. 3. The modulator type
will just affect the noise part in Eq. (6). Thus for a Σ∆M of
order R the output y(k) is determined by

y(k) = x(k) +
R

∑

r=0

(−1)r ·

(

R
r

)

· e(k − r) . (7)

The bandlimited modulator input signal can be repre-
sented by a Cardinal series

x(k) =
∞
∑

j=−∞

x( j · OSR) · sinc

(

j −
k

OSR

)

(8)

with

sinc(x) =

{

1 ; x = 0
sin(πx)
πx ; x , 0

(9)

and

OSR =
fs

2 fc
. (10)

OSR is the oversampling rate. fs is the sampling rate of the
input signal and fc is its cut-off frequency.

Because of the stationarity of the signal it is sufficient to
optimize the filter for one single output value, say x(0). The

output x̃(0) = x̃ of a linear FIR filter can then be calculated
by

x̃ =
a

∑

i=−a

h(i)y(i) , (11)

where h(i) is the ith filter coefficient (i = −a, . . . , a). The
filter length L is

L = 2a + 1 . (12)

Inserting Eq. (7) into Eq. (11) yields

x̃ =
a

∑

i=−a

h(i)x(i)+
a

∑

i=−a

h(i)
R

∑

r=0

(

(−1)r ·

(

R
r

)

· e(i − r)

)

. (13)

Inserting Eq. (8) for x(i) in Eq. (13) and rearranging terms
yields

x̃ =
c

∑

j=−c















x( j · OSR) ·
a

∑

i=−a

h(i) · sinc
(

j −
i

OSR

)















+

a
∑

i=−a−R

e(i)
R

∑

r=0

(−1)r ·

(

R
r

)

· h(i + r) . (14)

Here we replaced the infinite sum in Eq. (8) by a finite sum.
For a high number of elements this is a good approxima-
tion. Because of the finite filter length Eq. (14) implies

h(i) = 0 ∀i : (i < −a) ∨ (i > a) . (15)

So far the only approximation is that the infinite limits
are replaced by the large finite value c. We minimize the
MSE

MSE = E
{

(x̃ − x(0))2
}

. (16)

Inserting Eq. (14) and rearranging results in

MSE = E





























c
∑

j=−c
j,0

x( j · OSR)
a

∑

i=−a

h(i) · sinc
(

j −
i

OSR

)

+x(0) ·















a
∑

i=−a

h(i) · sinc
( i
OSR

)

− 1















+

a
∑

i=−a−R

e(i)
R

∑

r=0

(−1)r ·

(

R
r

)

· h(i + r)















2












. (17)

Now we will additionally assume that x( jOSR) and
e(i) ( j = −c, . . . , c, i = −a − R, . . . , a) are un-
correlated random variables, i. e. E {e(i′)e(i′′)} = 0,
E {x( j′ · OSR)x( j′′ · OSR)} = 0 and E {e(i)x( j · OSR)} = 0
(i′ , i′′, j′ , j′′). We get

MSE = σ2
s ·

c
∑

j=−c
j,0















a
∑

i=−a

h(i) · sinc
(

j −
i

OSR

)















2

+σ2
s ·















a
∑

i=−a

h(i) · sinc
( i
OSR

)

− 1















2

+σ2
e ·

a
∑

i−a−R















R
∑

r=0

(−1)r ·

(

R
r

)

· h(i + r)















2

(18)
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with

σ
2
s = E

{

x2( j · OSR)
}

(19)

σ
2
e = E

{

e2(i)
}

. (20)

Eq. (18) is to be minimized with respect to h(i)
(i = −a, . . . , a). This results in an optimization problem of
the type

min
h
‖A · h − b‖22 (21)

with
h =

[

h(−a) . . . h(0) . . . h(a)
]T

(22)

A =
[

A1

A2

]

(23)

and
b =

[

0 . . . 0 σs 0 . . . 0
]T
. (24)

The σs in vector b has the index (c + 1). A1 is a
((2c + 1) × (2a + 1)) matrix

A1 =
[

Am,n
]

(25)

with

Am,n = σs · sinc

(

(m − c − 1) −
n − a − 1

OSR

)

(26)

and m = 1, . . . , 2c + 1, n = 1, . . . , 2a + 1. Matrix A2 is de-
termined by the order of the modulator. It is a band matrix
with the respective binomial coefficients on its diagonals.
For instance for the SMI structure it would be

A2 = σe ·



















































































−1 0 0 . . . 0 0 0
1 −1 0 . . . 0 0 0
0 1 −1 . . . 0 0 0
.
.
.

. . .
. . .

.

.

.
.
.
.

.

.

.
.
.
.

. . .
. . .

.

.

.

0 0 0 . . . 1 −1 0
0 0 0 . . . 0 1 −1
0 0 0 . . . 0 0 1



















































































. (27)

σ
2
s is the parameter of the input signal and can be found by

simulations or analysis of the signal x(k). σ2
e is the vari-

ance of the quantization noise. For the SMI structure and
cascades of SMI structures it is

σ
2
e = E

{

e2(i)
}

=
1
3
. (28)

Solving Eq. (21) means finding a mean squared solution
of the overdetermined linear system of equations

A · h = b . (29)

It is known to be

h =
(

ATA
)−1

ATb . (30)
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Fig. 4: Autocovariance functions of e(k) for modulators of
order a) R = 1 b) R = 2

Eq. (30) specifies the optimal filter coefficients, i. e. no
other linear FIR filter can achieve a higher SQNR. This is
only valid if the assumption of uncorrelated random vari-
ables is correct.

Calculating the SQNR is straightforward. One merely
has to insert the filter coefficients into Eq. (18) in order to
obtain the MSE. The signal power is

E
{

x2(k)
}

= σ2
s . (31)

This yields

SQNR =
σ

2
s

MSE
. (32)

Note again that during the derivation the infinite sum was
replaced by a finite sum. This can be easily tolerated, since
the sinc-function is converging towards zero. The only es-
sential assumption is that of uncorrelated random variables.
If this assumption is correct, then the results in this section
are exact. This will be verified in the next section.

3. Results

Here we present results for Σ∆Ms of various orders. The
first order modulator is the SMI structure in Fig. 2. The
higher order modulators were realized by cascading several
SMI structures in a MASH structure. Their outputs were
connected such that the quantization errors of all stages but
the last will cancel out. Fig. 3 shows an example of a sec-
ond order MASH structure.

First the assumption of uncorrelated random variables
was tested by simulations. Fig. 4 shows the autocovari-
ance function of e(k). For the first order modulator there
is a correlation of e(k) to its immediate predecessors and
successors. For the second order modulator there is no cor-
relation of e(k) to e(k + i) (i , 0) as can be seen in Fig. 4.b.
In fact this is the case for all MASH structures with order
larger than one. Further it can be shown that there is no
correlation of the quantization error e(k) with the samples
x( j · OSR) of the input.

Thus the assumption of uncorrelated random variables is
not accurate for the first order modulator. But this is no
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drawback, since first order modulators are mostly used for
simple applications requiring no elaborate filters. However,
for MASH structures of order two or higher it is correct.
This means the derivations in the previous section are ac-
curate for higher order modulators and the resultant FIR
filters are optimal.

Fig. 5 shows the SQNR performance of the filter de-
signed by our method. The filter length was set to
L = 10 · OSR. At OSR = 64 our filter gains about 20 dB
with each increment of the modulator order.

Designers of Σ∆Ms often use filters with a nearly rectan-
gular passband characteristic [5]. In time domain the rect-
angular filter is a sinc-function. It has infinite length. For
practical applications it has to be truncated. The result for a
second order MASH structure and OSR = 64 is displayed
in Fig. 6 together with the optimal FIR filter. Note that the
filters have different zero-crossings. Thus it is not possible
to obtain the optimal FIR filter from the truncated rectan-
gular filter by using windowing.

Fig. 7 shows the SQNR performance of the truncated
rectangular filter in comparison to the optimal FIR filter de-
signed by our method for a MASH structure of order R = 2.
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Fig. 7: SQNR vs. OSR for a second order MASH structure

The optimal filter designed by our method performs better
than the truncated rectangular filter. At OSR = 64 it gains
more than 25 dB.

4. Conclusion

A new method to compute the coefficients of linear FIR
filters was presented. The resultant FIR filter is optimal for
sigma-delta modulators of order two or higher, i. e. the fil-
ter designed by our method achieves the maximum SQNR
possible with FIR filters. Thus it is superior to conventional
FIR filters. For OSR = 64 it gains about 20 dB with each
increment in the modulator order.

Future work will include tests under noisy conditions
and the search for convenient realizations.
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